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1. Introduction

Few concepts are as frequently used as aromaticity
in the current chemical literature.1 This may be
quantified by ca. 300 000 papers dealing with the
aromatic properties of chemical systems published
in the scientific literature since 1981. Chemists in
the early 19th century first just used the term
“aromatic” to describe organic substances with a
pleasant smell but then to designate a class of
chemically related compounds, distinguished from
those belonging to the aliphatic class. The term
“aromaticity” became indissolubly associated with
benzene (despite its unattractive odor) after its first
isolation and characterization by Michael Faraday
in 1825.2 During the subsequent centuries, very
many chemists attempted to explain the stability and
the exceptional chemical behavior of this highly
unsaturated molecule in terms of its structure and
the nature of its chemical bonding. Very slowly at
first, the range of compounds considered to be
“aromatic”, once restricted to benzene and its close
relatives, was enlarged. The extension to naphtha-
lene, anthracene, and phenanthrene seems obvious;
five-membered ring heterocycles (e.g., thiophene and
pyrrole) were included before the end of the 19th
century. The six special “affinities” associated with
benzene in the 19th century were identified as
“aromatic electrons” in the 1920s. The understanding
furnished by the remarkable theoretical develop-
ments of the following decade resulted in ever
broadening applications of the aromaticity concept,
for example, (a) to annulenes, their ions, and their
relatives such as tropolone, (b) to azulene and other
nonbenzenoid aromatics, (c) to inorganic analogues
of the aromatic planar hydrocarbons, involving both
nonmetallic as well as metallic elements, such as
gallium, and (d) to the recognition that the consider-
able nonplanar distortion in bridged annulene and,
more recently, in large carbon fullerene clusters could
be tolerated. Extension to (e) the three-dimensional
boron and carborane cage molecules based upon
triangular face polyhedra, as well as to small elemen-
tal clusters, broke the planar restriction completely.
Likewise, the recognition that molecules can be
stabilized by (f) σ-electron delocalization as well as
by (g) delocalization of transition metal d-electrons
ended the π electron restriction. Table 1 summarizes
a few of the post-Hückel developments of conceptual
importance.
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Despite its continuing very frequent use in the
scientific literature, aromaticity, like many other

useful and popular chemical concepts (charges, chemi-
cal bonds, hyperconjugation, electronegativity, etc.)
is nonreductive and lacks an unambiguous basis. It
has no precise quantitative definition and is not
directly measurable experimentally. In other words,
aromaticity is a virtual quantity, rather than a
physical observable.

We have to confess Beauty (or Aromaticity) is in
the eye of the beholder. Both are easy to recognize,
but difficult to define quantitatively (Chart 1).

Actually, the concept of aromaticity continues to
evolve over time. New aspects await discovery.
Nevertheless, “it would be inconceivable to discon-
tinue the use of the concept of aromaticity because
of difficulties in its definition and/or measurement”19
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(Chart 2). The following qualitative definition covers
various aspects of the concept and is compatible with

the rapid further developments of this field of re-
search:

Aromaticity is a manifestation of electron
delocalization in closed circuits, either in two
or in three dimensions. This results in
energy lowering, often quite substantial, and
a variety of unusual chemical and physical
properties. These include a tendency toward
bond length equalization, unusual reactivity,
and characteristic spectroscopic features.
Since aromaticity is related to induced ring
currents, magnetic properties are particu-
larly important for its detection and evalu-
ation.

The main criteria characterizing aromaticity com-
prise four main categories. The following are illustra-
tive, but each has its drawbacks:

Structurestendency toward bond length
equalization and planarity (if applicable).
Energysenhanced stability.
Reactivityslowered reactivity, electrophilic
aromatic substitution (if applicable).
Magnetic propertiessproton chemical shift,
magnetic susceptibility exaltation, NICS,
ring current plots.

1.1. Structural Criteria
Bond length equalization cannot be used as the

only criterion for aromaticity because some bond-
equalized systems are not aromatic. For instance,
borazine, isoelectronic with benzene, has six π elec-
trons and equalized bond lengths, but its π electrons
are largely localized on the nitrogen atoms. Conse-
quently, borazine hardly exhibits a π ring current and
is only weakly aromatic. Moreover, bond length
equalization due to π electron delocalization is found
not only in cyclic systems but also in highly conju-
gated acyclic compounds. For example, the C5H9N2

+

polymethinium cation (1) possesses nearly equalized
C-C bond lengths but is not aromatic; Conversely,
CC bond length variations in polybenzenoid hydro-
carbons can be as large as those in linear conjugated
polyenes. For example, in tetracene (2) and phenan-
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Table 1. A Few Selected Post-Hu1 ckel Extensions of
the Aromaticity Concept

1938 Evans, Warhurst3 transition state stabilizion
by aromaticity

1945 Calvin, Wilson4 metalloaromaticity
1959 Winstein5 generalization of

homoaromaticity
1964 Heilbronner6 Mõbius aromaticity
1965 Breslow 7 recognition of

antiaromaticity
1970 Osawa8 “superaromaticity”: original

concept of fullerene C60
1972 Baird9 triplet aromaticity
1978 Aihara10 three-dimensional

aromaticity
1979 Dewar11 σ-aromaticity
1979 Schleyer12 double and in-plane

aromaticity
1982 Jemmis, Schleyer13 4n + 2 interstitial

electron rule
1985 Shaik and Hiberty14 bond length-alternating

effect of π-electrons
in benzene

1985 Kroto, Heath, O’Brien,
Curl, Smalley15

discovery of fullerenes

1991 Iijima16 discovery of nanotube
1998 Schleyer17a trannulenes
2005 Schleyer18 and Tsipis18b,c d-orbital aromaticity

Chart 1

Chart 2
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threne (3), the maximum differences of bond lengths
of 0.085 Å (tetracene) and 0.099 Å (phenanthrene)
are scarcely smaller than the 0.102 Å range in all-
trans-dodecahexaene (4) These examples illustrate
well that bond length variations in the absence of
other considerations cannot be used to characterize
aromaticity unambiguously.

1.2. Energetic Criteria
Enhanced resonance energies (REs) and the aro-

matic stabilization energies (ASEs) have long been
recognized to be the cornerstone of aromaticity.
However, ASEs and REs even of unstrained and
uncomplicated systems are difficult to evaluate un-
ambiguously. Indeed, published energy estimates
vary significantly, depending strongly on the equa-
tions used (various isodesmic, homodesmotic, and
hyperhomodesmotic reactions) and on the choice of
reference molecules. Note that the signs of the REs
and ASEs depend on the manner in which the
defining equations are written. Aromatic systems are
more stable than their reference models.

It is far from trivial to balance strain, hyper-
conjugative effects, and the differences in the type
of bonds and atom hybridizations using energy
evaluation schemes. For example, the REs given by
eqs 1 and 2 are -36 and -50 kcal/mol, respectively.

The rather large discrepancy is due to the neglect of
other effects influencing the energies of the systems
involved in the equation. Thus, the three cyclo-

hexenes in eq 1 are each stabilized by two hypercon-
jugative interactions; this lowers the exothermicity
considerably.

Furthermore, one must differentiate between reac-
tions that model resonance (total) energies (RE, eqs
1 and 2) and aromatic stabilization energies (ASE),
which measure the extra stabilization (over topologi-
cally acyclic conjugated polyene models) due to cyclic
delocalization. The ASEs given by eqs 3-5 also vary
significantly; the anti-syn butadiene energy differ-
ence (3.6 kcal/mol) diminishes the exothermicity
given by Dewar’s eq 3. Benzene has only syn diene
components, and its ASE is modeled more appropri-
ately by eqs 4 and 5.

The recent critical examination of ASEs of 105 five-
membered π-electron systems illustrates that the
resonance energies derived from even the best-chosen
schemes have flaws and do not correctly cancel other
contributions to the energy. In particular, ASEs
derived from homodesmotic schemes based on acyclic
reference compounds do not give satisfactory results.
Cyclic reference compounds balance ring strain and
other errors more effectively and are better suited
for ASE and other aromaticity evaluations.20 Never-
theless, imperfections remain, including inadequately
compensated strain, changes of hybridization, heter-
atom interactions involving lone pairs, topological
charge stabilization, homoconjugation of heterosub-
stituted cyclopentadienes, and overestimation of the
conjugative interactions of the model compounds.

To overcome complications due to such perturbing
influences, the isomerization stabilization energy
(ISE)21 was suggested to afford better ASE evalua-
tions. ISE is based on the (corrected) differences
between total energies computed for only two spe-
cies: a methyl derivative of the aromatic system and
its nonaromatic exocyclic methylene isomer (eq 6).

The computed ISE of benzene is -33.2 kcal/mol. Note
that the 3.6 kcal/mol difference between the ISEs
based on eqs 7 and 8 is eliminated when the syn-
anti correction is applied. Generally, the ISE is
essentially independent of the isomers chosen if the
corrections are properly made.
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1.3. Reactivity Criterion
Reactivity is dominated by the transition state

rather than the initial state energy. Since aromaticity
is a property of the initial state, criteria based on
chemical reactivity are not straightforward to quan-
tify. The traditional reactivity characteristic of aro-
matic compoundsselectrophilic aromatic substitu-
tion, rather than additionshas many exceptions.
Phenanthrene and anthracene add bromine like
olefins! Substitution is not a general criterion. Some
systems, notably the fullerenes (e.g., C60 or C70) are
completely devoid of hydrogens and can only undergo
addition.22,23

1.4. 1H NMR Chemical Shifts
Experimentally, 1H chemical shifts are perhaps the

most often used criteria for characterizing aromatic
and antiaromatic compounds. The ca. 2 ppm greater
deshielding of the benzene (5) protons (7.26) relative
to the vinyl protons of cyclohexene (6) (5.6 ppm) is,
in part, a manifestation of the molecular ring current
induced by an external magnetic field. The effects of
the induced current inside the ring are even much
stronger than those on the outside (see 7-9). Indeed,
the inner protons are shifted more upfield (shielded)
than outer protons are shifted downfield (deshielded).
The aromatic [18]annulene (9) is a good example; the
experimental 1H NMR chemical shifts are 9.28 ppm
(outer protons) and -3.0 ppm (inner protons). In
sharp contrast, the antiaromatic 20 π electron an-
nulene [18]annulene dianion (obtained by alkali
metal reduction) exhibits completely reversed δ 1H
positions: -1.13 ppm (outer) vs 28.1 and 29.5 ppm
(inner).24 The difference between aromaticity and
antiaromaticity is indeed dramatic.

However, proton chemical shifts of arene hydrogens
do not depend solely on ring current effects. Poly-
olefins (e.g., 10-12) can have arene-like δ 1H’s.25

The imprecise nature of the aromaticity concept
has stimulated the search for a quantitative defini-
tion and the development of numerous aromaticity
criteria and indices. Table 2 summarizes the progress.
(We apologize for omissions, as well as for the
personal bias in the selection.) Among the indexes,
a magnetic criterion, nucleus-independent chemical
shifts (NICS),26 has become the most widely used
aromaticity probe due to its simplicity and efficiency.
NICS has been employed increasingly since its
introduction in 1996, judging from the citations to
the original paper (Figure 1), which have reached 743
(as of September 18, 2005). With use of this easily
computable quantity, various long-standing chemical
questions have been solved and novel aromatic
systems have been designed. NICS evaluation meth-
ods have been enhanced and refined. These develop-
ments are presented here, along with an overview of
NICS methods and illustrative applications. The
Appendix summarizes NICS data for a large number
of molecules.

2. Original and Refined NICS-Based Techniques

2.1. Pre-NICS Period

2.1.1. Magnetic Susceptibility Exaltation (Λ)
Magnetic criteria constitute the most frequently

used aromaticity indices (see Table 2). Significantly
exalted magnetic susceptibilities (Λ)44 resulting from
the presence of cyclic delocalization of electrons
(induced ring currents) were the first magnetic

Figure 1. The number of citations of the original NICS
paper26 (statistics based on September 18, 2005).
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Table 2. Some Important Aromaticity Criteria and Key Developments

main contributor(s) contribution typea

before 1825 distinctive “aromatic” smell
1825 Faraday2 isolation of benzene, high carbon-hydrogen ratios,

stable despite considerable unsaturation
1861 Loschmidt27 a circle used indefinitely to represent the six benzene

carbon atoms
1865 Kekulé28 cyclohexatriene benzene formula; structural basis of aromaticity
1866 Erlenmeyer29 reactivity basis for aromaticity: substitution is more favorable

than addition
R

1910 Pascal30 increment system for diamagnetic susceptibility-
aromatic exaltation

M

1922 Crocker31 aromaticity sextet
1925 Armit/Robinson32 aromatic sextet; inscribed circle notation
1931 Hückel33 theory of cyclic (4n + 2) π electron systems
1933 Pauling34 valence bond method and resonance E
1936 Kistiakowski35 experimental resonance energy of benzene E
1936 Pauling and others36 ring current theory M
1937 London37 quantum mechanical treatment of the ring current,

London diamagnetism
M

1937 London16,38 GIAO method
1953 Meyer and others 39 the difference in the proton magnetic shielding between

benzene and noncyclic olefins observed
1956 Pople40 Induced ring current effects on NMR chemical shifts:

deshielding of benzene protons
M

1969 Dewar41 Dewar resonance energy E
1967 Garratt42 define molecules with an induced diamagnetic ring

current as diatropic
M

1967 Julg and François43 Julg structural index S
1968 Dauben44 diamagnetic susceptibility exaltation as a criterion

of aromaticity
M

1970 Flygare45 microwave spectroscopy, aromatic systems shown enhanced
magnetic anisotropies

M

1971 Hess and Schaad46 Hess-Schaad resonance energy E
1972 Clar47 Clar “aromatic sextet”
1972 Krygowski48 harmonic oscillator model of aromaticity (HOMA) as structural

index of aromaticity
S

1974 Fringuelli49 Fringuelli structural index S
1975 Gutman, Milun,

Trinajstic, Aihara50
topological resonance energy E

1980 Kutzelnigg51 IGLO calculation of magnetic properties:
chemical shifts, magnetic susceptibilities and
magnetic susceptibility anisotropies

M

1981 Lazzeretti and Zanasi52 ab inito current density plots M
1983 Jug53 Jug structural index S
1985 Pozharskki54 Pozharskki structural index S
1985 Bird55 Bird structural index S
1987 Mizoguchi56 magnetic susceptibilities of Hückel and Möbius annulenes show

an opposite tendency
M

1988 Zhou Parr, Garst57 hardness (low reactivity) as aromaticity index R
1990-1995 Schleyer58 extensively using Li+ NMR to study aromaticity M
1994-1996 Schleyer and Jiao59,60 extensively using magnetic exaltation criterion to

study aromaticity
M

1994 Saunders et al.22,61 experimental endohedral 3He NMR to measure aromaticity
in fullerenes and their derivatives

M

1994 Bühl and Hirsch22,62 computed endohedral 3He NMR to measure aromaticity
in fullerenes and their derivatives

M

1995 Krygowski63 bond alternation coefficient (BAC) structural index S
1996 Schleyer26 nucleus-independent chemical shifts (NICS) M
1996 Fowler and Steiner64 extensive application of current density plots to

study aromaticity
M

1997 Schleyer 65 dissected NICS, localized molecular orbital (LMO) IGLO M
1997 Bohmann, Weinhold,

Farrar67
NBO-GIAO dissected canonical molecular orbital (CMO)

and LMO NICS
M

1998 Bean, Sadlej-Sosnowska68 application of natural bond orbital analysis to delocalization
and aromaticity

1998 Balawender, Komorowski,
De Proft, Geerlings69

derivatives of molecular valence as a measure of aromaticity

1998 Chesnut70 differences in ring proton shieldings between the fully
unsaturated species and its monoene counterpart
recommended as aromaticity measure

1999 Mo71 block-localized wave function (BLW) method based on
modern ab initio valence bond theory to approach
the absolute resonance energy

E

1999 Sundholm72 aromatic ring-current shielding (ARCS) M
2000 Giambiagi73 multicenter bond indices as a measure of aromaticity
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criteria to be employed to characterize aromaticity.
The magnetic susceptibility is a global property of
the molecule, unlike NMR chemical shifts and NICS,
which are local in nature and much less dependent
on the ring size. Generally, magnetic susceptibility
exaltation, Λ, is defined as the difference between
the measured bulk magnetic susceptibility value and
the susceptibility evaluated on the basis of an incre-
ment system (Λ ) øΜ - øΜ′). In more recent work,
Cremer et al.86 used computed magnetic susceptibil-
ity exaltations to characterize the homo- and bis-
homoaromaticity in the homo- and bishomotro-
penylium cations, as well as in the barbaralyl cation.
Prior to employing NICS, the Schleyer group used
magnetic susceptibility exaltation extensively to study
aromaticity, both for ground-state molecules59 and for
pericyclic transition states.60 An illustrative example
is the quantification of the double aromaticity of the
3,5-dehydrophenyl cation (13).59a The magnetic sus-

ceptibility exaltation of 13 is large, Λ ) -23.2 (based
on the more appropriate acyclic reference isomer, 17,
which also has three CH groups), and is -5.2 and
-6.8 larger in magnitude than the six π mono-
aromatic cyclic isomers 14 and 15, respectively.

In the 1996 review article entitled “What is aro-
maticity”, Schleyer and Jiao1b asserted that “While

chemical reactivity, geometrical and energetic prop-
erties, and 1H NMR chemical shifts as well as
magnetic susceptibility anisotropies are useful for
characterizing aromaticity, magnetic susceptibility
exaltation is the only uniquely applicable criterion”.
In this context, they suggested a new definition of
aromaticity based on the magnetic susceptibility
exaltation, “compounds which exhibit significant
exalted diamagnetic susceptibility are aromatic. Those
compounds with exalted paramagnetic susceptibility
may be antiaromatic”. However, Schleyer and Jiao
warned, “magnetic susceptibility exaltation depends
on the ring area, this must be appreciated in compar-
ing systems of different rings”.

2.1.2. Li+ NMR Chemical Shift

Calculations of NMR chemical shifts at various
levels of theory have become a standard tool in
chemistry.87 Because of the sensitivity to the elec-
tronic structure in their environment, magnetically
active nuclei can be used to probe the nearby shield-
ing influences. This is one of the reasons why NMR
spectroscopy rivals X-ray diffraction as best analyti-
cal method for characterizing molecular structure.88

1H NMR chemical shifts are used frequently to
demonstrate aromaticity. While the rings of most
aromatic systems are too small to accommodate inner
protons, the chemical shifts of hydrogens in bridging
positions serve as aromaticity and antiaromaticity
probes instead.89

Akin to 1H NMR chemical shifts, δ 7Li were
employed to probe electron delocalization before the
development of NICS.26 Lithium cations typically
complex preferentially at the ideal positions, the π
faces of aromatic systems. Because lithium bonding
is primarily electrostatic, experimental 7Li chemical
shifts (based on lithium salts as the NMR reference)
generally are near zero and show little variation
among different compounds. However, Li+ complexes

Table 2 (Continued)

main contributor(s) contribution typea

2000 Chesnut,74a Silvi74b,c using the electron localization function (ELF)
to measure aromaticity

2000 Patchkovskii and Thiel75 computing NICS using MNDO method M
2001 Herges76 ACID (anisotropy of the current induced density) M
2001 Fowler and Steiner77 ipsocentric partition of total (σ + π) current density

into orbital contributions
M

2002 Schleyer21 isomerization stabilization energy (ISE), E
2002 Sakai78 CiLC (CI/LMO/CASSCF) analysis; Index of deviation from the

aromaticity (IDA)
2003 Solá79 para-delocalizaion index (PDI) as an electronic

aromaticity criterion
2003 Matta, Hernández-Trujillo80 aromaticity index based on the delocalization of the

Fermi hole density
2003 Corminboeuf, Heine,

Weber, Seifert,
Reviakine, Schleyer81

GIAO-CMO NICS NICSzz and NICSπzz tensors as
aromaticity index

M

2004 Merino, Heine, Seifert82 induced magnetic field as aromaticity index M
2004 Santos, Tiznado,

Contreras, Fuentealba83
topological analysis of the σ- and π-contribution to

electron localization function (ELF) to
quantify aromaticity

2005 Solá84 aromatic fluctuation index (FLU) (describing the
fluctuation of electronic charge between
adjacent atoms in a given ring)

2005 Sundholm85 integrated induced currents as aromaticity index M
a Structural (S), energetic (E), magnetic (M), reactivity (R).
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of aromatic (or anti-aromatic) compounds exhibit
significant shielding (or deshielding) of the 7Li NMR
signals due to the induced ring current effects. The
experimental 7Li NMR signal of lithium cyclopenta-
dienide (LiCp) (18) is unusually shifted upfield (-8.60

ppm in Et2O,58a -8.68, -8.37, -8.67, and -8.35 ppm
in dioxane, THF, dimethoxyethane, and diglyme,
respectively90), due to the highly diatropic six π
electron ring current in Cp-. The highly shielded 6Li
NMR chemical shift (-5.07 ppm), measured for
cyclobutadiene dianion dithium salt (19), supports its
six π electron aromaticity.91 In contrast, 7Li resonates
at δ ) 10.7 ppm in the bis[(dimethoxyethane)lithium-
(I)] 1,2,4,5-tetrakis(trimethylsilyl) benzenide (20), the
six-center eight π electron antiaromatic benzene
dianion.92 This appreciable lithium downfield chemi-
cal shift is a direct consequence of the strong para-
tropic ring current induced in the eight π antiaro-
matic system. Experimental 7Li NMR chemical shifts
can be reproduced well by modern computations. For
instance, the upfield chemical shift of lithium in CpLi
was correctly reflected by the individual gauge for
localized orbital (IGLO) technique (-6.9 ppm), and
the computed Li chemical shifts in Li2C4R4 are
around -3 ppm,93 indicating a strong diatropic ring
current resulting from the six π electron systems. The
clear advantage of using δ Li as a theoretical probe
lies in the possibility of comparison with experimen-
tal δ Li NMR data of Li+ complexes. A drawback is
that the Li+ to arene π face separations are ca. 2 Å
or more, so the ring current effects are relatively
small. Moreover, the number of Li+ complexes and
therefore the utility of Li+ as an aromaticity probe
are rather limited.

2.2. Original NICS Technique
The development of NICS at Erlangen emanated

from the studies of ring current effects on Li+

chemical shifts described above as well as from the
known δ 1Η behavior of hydrogens in bridging posi-
tions above aromatic rings as well as inside larger
annulenes. However, such H and Li probe nuclei also

can perturb the wave functions of the system under
consideration. To avoid such interferences, why not
compute the absolute chemical shielding of a virtual
nucleus to probe aromaticity? Such simple reasoning
led to the nucleus-independent chemical shifts (NICS)
introduced by Schleyer, Maerker, Dransfeld, Jiao,
and Hommes in 1996.26

As often happens in science, one becomes aware
subsequently that others had similar ideas earlier,
and one regrets that their publications were over-
looked. In the landmark C60 paper in Nature, Kroto,
Curl, Smalley, et al. 15 noted, “The inner and outer
surfaces are covered by a sea of π electrons” and “...
the chemical shift in the NMR of a central [endohe-
dral] atom should be remarkable due to the ring
currents”. This suggestion (but not the anticipated
result) was realized much later by measurements and
computations on included 3He atoms.22,61 Elser and
Haddon94 assumed “a magnetically isotropic mol-
ecule, with π electrons on the surface of a sphere”
and employed London computations to estimate “the
ring-current contribution to the chemical shift of a
central atom” (what is now known as NICS). A
negligible effect (+0.5 ppm) was predicted for C60
itself but a much larger one (ca -32 ppm) for
C60

6-. Such computations were extended to larger
fullerenes.95 Ab initio magnetic property computa-
tions were applied to endohedral Li+ and He atoms
at the centers of C60, C60

6-, and C70 in 199458c,96 and
in 1995 to the He@Cn (n ) 32-180) set.97

To match the familiar NMR convention, NICS
indices correspond to the negative of the magnetic
shielding computed at chosen points in the vicinity
of molecules (one simply changes the sign). NICS is
typically computed at ring centers (nonweighted
mean of the heavy atoms), at points above, and even
as grids in and around the molecule. Significantly
negative (i.e., magnetically shielded) NICS values in
interior positions of rings or cages indicate the
presence of induced diatropic ring currents or “aro-
maticity”, whereas positive values (i.e., deshielded)
at each point denote paratropic ring currents and
“antiaromaticity”.

Being based directly on cyclic electron delocaliza-
tion, the essence of aromaticity, NICS has several
advantages over many other aromaticity criteria: (i)
NICS does not require reference standards, incre-
ment schemes, or calibrating (homodesmotic) equa-
tions for evaluation. (ii) Unlike Λ, which depends on
the square of the ring area, NICS only shows a
modest dependence on the ring size (see values for
[n]annulenes). It does depend on the number of π
electrons. The 10 π electron systems give significantly
higher values than those with six π electrons, for
example, the cyclooctatetraene dication and dianion.
(iii) Importantly, in several sets of related molecules,
NICS correlates well with other aromaticity indexes
based on energetic, geometric, and other magnetic
criteria98 (see section 4 for details). (iv) NICS can be
computed easily using standard quantum chemical
programs such as Gaussian 98, Gaussian 03, ADF,
and deMon. In all these program packages, NICS
values can be computed according to the procedure
in Chart 3.
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Given below is an example in Gaussian input format
to compute NICS values at various points at and
above the center of the benzene ring. Note that the

Bq ghost atoms (Banquo, that is, ghost atoms, taken
from Macbeth) are used to designate the positions
for the NICS evaluations.

Figure 2 displays the computed NICS values
requested in the above input.

The grid distribution of NICS values around mol-
ecules has been widely employed65b to provide better
insights of the overall molecular magnetic properties,
as illustrated for C4H4 and C6H6 in Figure 3.

The magnetic shielding function provides exactly
the same information on the electron delocalization
and molecular aromaticity as NICS.99 In this context,
Klod and Kleinpeter99 deduced anisotropic effects by
evaluating the grid distribution of NICS in annu-
lenes. By plotting the “iso-chemical-shielding sur-
faces” (ICSS), which actually are isosurfaces of NICS
values, one can obtain and visualize quantitative
information about the spatial extension and the sign
and scope of the corresponding ring current/aniso-
tropic effects of double or triple bonds or of aromatic
rings. For benzene (Figure 4), a deshielding of 0.1
ppm at 7 Å from the center in the molecular plane
and a shielding of -0.1 ppm at 9 Å perpendicular to
the benzene ring were computed.

Concerns have been raised by experimentalists and
theoreticians regarding the use of a nonmeasurable
(“virtual”) index (NICS) to evaluate another intan-
gible quantity, aromaticity.36e,100 Actually, NICS can
be approached experimentally in some, though rare,
cases. The introduction of probe atoms at positions
reasonably distant from the molecule can provide a
good estimation of the shielding function. For ex-
ample, NICS and NMR shifts of chemically inert
3He at fullerene centers (see above) agree very well.22

Thus, both serve as effective tools for characterizing
electron delocalization in fullerenes (see also the
review on spherical aromaticity in this issue101). At
very low temperatures, it should also be possible to
measure 3He NMR chemical shifts of helium nuclei
physisorbed above the π system of an aromatic ring.

Chart 3

Figure 2. The NICS values computed at and above the
ring center of benzene (at the GIAO-B3LYP/6-311+G*//
B3LYP/6-311+G* level). The red dots denote diatropic
character, and the dot size is in line with the NICS
magnitude.

Figure 3. The NICS grid plot of benzene and cyclobuta-
diene at the GIAO-B3LYP/6-311+G*//B3LYP/6-311+G*
level of theory. The red and green dots denote diatropic
(aromatic) and paratropic (antiaromatic) ring currents,
respectively.

Figure 4. Calculated ring current effect of benzene
(shielding surfaces at 0.1 ppm in yellow, at 0.5 ppm in
green, at 1 ppm in green-blue, at 2 ppm in cyan, and 5
ppm in blue; deshielding surface at 0.1 ppm in red): views
from perpendicular to the molecule and in the plane of the
molecule.
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Other possibilities to evaluate NICS experimentally
include 1H NMR chemical shifts of protons of remote
parts of molecules (e.g., as in paracyclophanes102) or
of methane located in the middle of shielding cones,
that is, on the top of aromatic rings. (e.g., 7).103,104

Aside from its lack of direct experimental valida-
tions, the NICS is now well accepted by the chemical
community. However, although the magnetic index
has been proven to be an efficient way to quantify
aromaticity, it does not depend purely on the π
system but also on other magnetic shielding contri-
butions due to local circulations of electrons in bonds,
lone pairs, and core electrons. Indeed, chemical shifts
of organic molecules are also affected by the σ
framework of the CC and CH bonds. For this reason,
the NICS is nonzero for nonaromatic, saturated, and
unsaturated hydrocarbon rings.105 NICS constitutes
therefore an appropriate index of cyclic electron
delocalization only when the radii of the systems are
relatively large. In this case, the σ-orbital contribu-
tions to NICS will be very little. For planar or nearly
planar molecules, these complicating influences are
reduced 1 Å above ring centers, where the π orbitals
have their maximum density. Also, NICS(1) (i.e., at
points 1 Å above the ring center) was recommended
as being a better measure of the π electron delocal-
ization as compared to NICS(0) (i.e., at the ring
center).65

In direct relation with NICS(1), Juselius and
Sundholm introduced the aromatic ring-current shield-
ing (ARCS) in 1999.72 The ARCS approach indeed
uses the long-range contribution of the shielding
function (NICS points 3-20 Å from the ring) to
provide information about the strength and the
radius of the induced ring. This technique, which has
already been applied to various organic and inorganic
rings, is discussed further in “The Magnetic Shielding
Function of Molecules and π-Electron Delocaliza-
tion”106 in this issue.

However, refinements of the original NICS tech-
nique offer better insights into the nature of the
magnetic response to induced ring currents. The next
development was based on the NICS dissection into
orbital contributions.

2.3. Dissected NICS Techniques

To introduce the dissected NICS techniques, details
of the chemical shielding definition are essential.
NICS indices correspond to the negative value of the
magnetic shielding computed at chosen points in a
molecule. In an uncoupled density functional treat-
ment, i.e., where the perturbation of the magnetic
field B to the wave function is not calculated in a
self-consistent way, the chemical shielding tensors
(and the NICS tensors) can be described by a sum of
partial chemical shifts arising from occupied molec-
ular orbitals (MOs) Ψk0:107

In this equation, r refers to the electronic position,
RN to the vector position where the NICS is calcu-
lated, and LN to the angular momentum operator.

This corresponds to the common gauge formulation
of the NMR shielding tensor, where each of two
components (diamagnetic and paramagnetic) depends
on the selected gauge origin. In practical computa-
tions, eq 9 is modified to deal with the gauge-origin
problem.108 However, the formalism of all the com-
monly used techniques such as IGLO51,109 and gage-
independent atomic orbital (GIAO)37,110 can be ap-
plied to subsets of MOs in the same manner as in eq
9 and the shielding tensor can thus be calculated in
a sum of MO contributions.81 Based on these consid-
erations, two alternative ways for the calculation of
dissected NICS have been proposed.

2.3.1. LMO−NICS Method
In the original 1997 method,65a based on the IGLO

formalism, the σ and π subspaces are separated using
the Pipek-Mezey localization procedure.111 In this
approach, the aromatic ring current can be related
to the shielding contributions arising from C-C π
electrons. The canonical MOs are transformed into
localized MOs; these LMOs (rather than canonical
MOs) are then summed up.109 The localized molecular
orbitals (LMOs), with a center placed where a Kekulé-
cyclohexatriene double bond would be located, are
chosen as the localized π orbitals; these are selected
for the calculation of the NICSπ value of the ring. A
disadvantage of this version of dissected LMO-NICS
is the restriction to a σ-π separation procedure,
followed by an IGLO calculation, which limits the
usage to only a few computer programs. Most of the
available program packages in quantum chemistry
include the GIAO method for NMR calculations and
are not applicable for these LMO-NICSπ calcula-
tions. Beside this practical disadvantage, there is a
fundamental problem when addressing nonplanar
molecules. Pipek and Mezey showed that strict σ-π
separation is only suitable for planar molecules.111

In practice, σ-π separation still might be achieved,
especially if a planar ring has nonplanar substituents
(example cyclohexene) but the degree of contamina-
tion of the π type LMOs should be checked by looking
at the LMOs coefficient. Also, for molecules contain-
ing a complexed ring, such as (C6H6)Cr(CO)3 (21) or
C4H4Fe(CO)3, the multicentered bond in the mol-

ecules mixes strongly with the ring π orbitals. Thus,
a clear separation of a π subset cannot be achieved.
To avoid these difficulties, a refined version of this
technique has been suggested by Corminboeuf, Hei-
ne, and Weber.81a This so-called NICScπ technique has
been alternatively proposed to calculate dissected
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NICS of selected canonical molecular orbitals. In this
procedure, molecular orbitals that have (at least
partial) π contributions are selected manually. For
the technical implementation within the IGLO
method, as also defined in the original version of
dissected NICS, the selected π MOs are split into one
subgroup of LMOs, which are localized indepen-
dently. For that purpose, the technique of Pipek and
Mezey was again used, but, in principle, any of the
localization procedures, such as those of Foster and
Boys112 or Bohmann et al.,67 could also be applied.
The dissected NICScπ of this subgroup is then calcu-
lated following the standard IGLO technique.

Using the modified version of dissected NICS, one
can select all orbitals showing π character of a given
ring without including contributions from the σ
framework for the calculation of its dissected NICScπ.
Of course, canonical MOs of clean π character can
be easily distinguished for planar molecules by
checking the MO coefficients. For nonplanar mol-
ecules, however, the selection becomes more arbi-
trary. Illustrative examples have already shown that
the σ framework and π orbitals indeed never mix.
However, for transition metal-containing compounds
such as [(CnHn)M(CO)3]m+, d shells of the transition
metal complex mix strongly with the π orbitals of the
ring.

Finally, it is worth noting that strongest localiza-
tion can be achieved if LMOs are created using all
the valence MOs. Using separated subgroups can,
therefore, lead to weaker localization and hence less
accurate shielding tensors. Hence, a good test is to
compare the total NICS value obtained by this
modified method to that obtained with the unmodi-
fied IGLO calculation.65a

The NICS aromaticity criteria are often difficult to
apply to inorganic benzene analogues.65a Indeed, the
conventional total NICS value does not efficiently
evaluate the aromatic character of these inorganic
rings due to the large influences of σ-bonds.65a For
example, the total NICS(0) values of D6h Si6H6 and
Ge6H6 (-13.1 and -14.6 ppm, respectively, at the
SOS-FPT-IGLO/III//B3LYP/6-311+G** level) are
larger than the benzene value (-8.9 ppm).65a Also,
these systems were the first studied using the
original IGLO-based dissected NICS technique. How-
ever, both NICS(π) and NICS(σ) decrease with in-
creasing ring size (longer ring bond lengths), for
example, benzene > Si6H6 ≈ Ge6H6 (Table 3). The
NICS(π) aromaticity index indicates benzene to be
more aromatic than silabenzene and germabenzene.
The NICS(π) values agree well with the other mag-

netic aromaticity criteria (exalted magnetic suscep-
tibilities and magnetic susceptibility anisotropies) for
this set of molecules. The degree of aromaticity of
borazine, compared to benzene, is another contro-
versial example.113 The small total NICS(0) value
(-2.1 ppm) of the often called “inorganic benzene”
supports a localized electronic structure. However,
the NICS(π) (-12.0 ppm) is half of that of benzene
(-20.7 ppm), in agreement with the aromatic stabi-
lization energy (ASE) of borazine, which is ap-
proximately half of that of benzene.114

2.3.2. CMO−NICS Method
The second alternative way for calculating the

dissected NICS strictly focuses on the use of canonical
MOs. This dissected NICS variation has been called
MO-NICS by Heine et al.,81b but to avoid ambiguity,
CMO-NICS is preferable. Individual canonical mo-
lecular orbital (CMO) contributions to the magnetic
shielding of atoms, as well as to the NICS of aromatic
compounds, can be computed by the widely used
GIAO method. Detailed analyses of magnetic shield-
ing CMO-NICS contributions provide interpretive
insights that nicely complement and extend the
results provided by the localized MO (“dissected
NICS”, LMO-NICS) methods. CMO-NICS is based
on the uncoupled form of current-density functional
theory and is restricted to “pure” DFT calculation
(i.e., hybrid functionals cannot be used). The shield-
ing tensor can then be written as a sum of canonical
orbital contributions, each of which can be very
important for the chemical interpretation.

Therefore, CMO-NICS corresponds to the NICS
dissection into canonical molecular orbital contribu-
tions as expressed in eqs 9 or 10. Note that in the
case of the widely used B3LYP hybrid functional,
which includes a fraction of orbital exchange, the
Kohn-Sham operator is nonmultiplicative. In this
case, the calculation of shielding constants requires
the solution of a set of coupled perturbed equations
preventing the decomposition of NICS into canonical
orbital contributions. Another CMO-NICS imple-
mentation scheme using natural bond orders (NBOs)
has been suggested by Bohmann et al.67 and has been
implemented in the NBO program.115 In this imple-
mentation, the so-called natural chemical shielding
contributions are further transformed into shielding
contributions from canonical orbitals (NBO-CMO-
NICS). In both CMO-NICS analyses, the nonphysi-
cal gauge dependence of the shielding tensor is
avoided using the GIAO method. Indeed, the GIAO
technique provides the most convenient as well as
popular way to arrive at the orbital contributions to
the shielding tensor.

The recently proposed CMO-NICS analysis is not
well-established yet but already has augmented the
understanding of the magnetic response of well-
known molecules81b or reactions.116 Additionally,
CMO-NICS has been applied to rationalize the
stability of inorganic clusters117 and systems contain-

Table 3. NICS(tot), NICS(π), and NICS(σ) at the Ring
Centersa

molecules R NICS(π) NICS(σ) NICS(tot)

C6H6 (D6h) 1.396 -20.7 13.8 -8.9
Si6H6 (D6h) 2.217 -15.0 0.6 -13.1
Si6H6 (D3d) 2.240 -11.2
Ge6H6 (D6h) 2.305 -15.0 -1.5 -14.6
Ge6H6 (D3d) 2.384 -10.0
B3N3H6 (D3h) 1.431 -12.0 11.4 -2.1

a The remaining contributions, due to core orbitals, X-H
bonds, and in-plane lone pairs, are small.

σtot ) ∑
i)1

occ

σCMOi
(10)
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ing a planar tetracoordinate carbon.118 The next
section describes CMO-NICS applications in more
detail.

2.3.2.1. Applications of CMO-NICS Method.
The first illustrative application of the CMO-NICS
analysis on [n]annulenes81b revealed that the lowest-
energy π orbital gives the largest contributions to
NICS. It was shown that the character and magni-
tude of the CMO-NICS contribution of both σ and π
orbitals depend on the number of nodes along the
ring as expected by the London-Hückel susceptibili-
ties (Figure 5). However, these results seem to
contradict those of Steiner, Fowler, and co-workers,77

who found that only the frontier orbitals of [n]-
annulenes exhibit a ring current density when an
external magnetic field is applied and that the lower
energy orbitals hardly contribute to the ring current
at all. Actually, both CMO-NICS and ring current
interpretations can be reconciled when the tensor
components are interpreted instead of the isotropic
NICS (see section 2.3.2.2 for details).

The CMO-NICS technique has also been recently
applied to study a Diels-Alder reaction involving
o-quinodimethanes (Figure 6).116 The o-quin-
odimethanes are highly reactive in the presence of
dienophile because a Diels-Alder cycloaddition re-
establishes a benzoid ring, which results in aromatic
stabilization.

The degree of aromaticity of this benzenoid ring
along the geometries of the Diels-Alder reaction path
and the role of the π orbitals has been studied in
terms of orbital shape, energies, and magnetic aro-
maticity contributions. δ 13C NMR and CMO-NICS
calculations showed, for instance, that the aromatic
character of the benzenoid ring increases along the
Diels-Alder reaction path, especially between the

transition state and the formation of the product,
even though the number of π orbitals drops from five
for the reactants to three for the products.

In addition, CMO-NICS has been demonstrated
to be a useful tool for analyzing aromaticity in metal
ring and highly symmetrical clusters. For instance,
the diatropic contribution of the σ system of the very
recently reported gas-phase (Cs) Al4Li3

- species119 is
found to overcome antiaromatic character of the
π-system.117a Analyzing the individual π-orbital MO-
NICS contributions reveals that the lower-lying
π-MO is diagmagnetic (-12.9 ppm) but the higher-
lying π-MO is paramagnetic (+27.1 ppm). The much
stronger paramagnetic effect dominates; hence, the
4e- π-system of Al4Li3

- is antiaromatic, in agreement
with Boldyrev and Wang’s expectation.119 However,
this π-antiaromaticity (14.2 ppm) is overcome by the
diamagnetic contributions of all the σ orbitals to-
gether (NICS(0)σ -16.8 ppm). The total NICS(0) of
-4.8 ppm at GIAO-PW91/IGLO-III discussed in ref
117a characterizes the overall weakly aromatic char-
acter of Al4Li3 (Cs) and contradicts the Boldyrev-
Wang conclusions. This debate over aromaticity-
antiaromaticity of these all-metal systems is discussed
in more detail in section 3.6 and refs 120 and 121.

However, truly antiaromatic all-metal clusters do
exist. The octahedral Zintl ion, Sn6

2- (Oh), prepared
as a complex in the solid phase in 1993,122 has
a paratropic NICS(0) value at the cage center,
+18.8 ppm at the GIAO-B3LYP/LanL2DZp//B3LYP/
LanL2DZp level (+26.8 at the GIAO MP2/LanL2DZp//
MP2/LanL2DZp level), providing evidence of its
strongly antiaromatic character. Using CMO-
NICS,117b the remarkable antiaromaticity of its sili-
con analogue, Si6

2- (Oh), and the larger Si12
2- (Ih)

cluster has been shown recently to be related to the
high symmetry. The contrasting magnetic behavior
of the isoelectronic octahedral B6H6

2- and Si6
2-, as

well as their icosahedral analogues B12H12
2- and

Si12
2- is perfectly reflected by their CMO-NICS

contributions. The complete offset of diatropicity by
the very paratropic 3-fold degenerate t1u orbitals
(HOMO) in Si6

2- (t1u-NICS ) +34.2 ppm) contrasts
with the partial offset in B6H6

2- (t1u-NICS ) +14.4
ppm). The energy lowering of the t1u orbital (HOMO
- 1) in B6H6

2- is due to mixing with the orbitals of
the external hydrogens, resulting in a decrease of the
paratropicity.123 The behavior of the Si12

2- and B12H12
2-

icosahedrons is analogous, but the contrast is even
more pronounced due to the 5-fold degeneracy of the
hg frontier orbitals.

Finally, in a recent study of molecules based on the
smallest carbon cluster containing a tetracoordinate
carbon (C5

2-), NICS, HOMO-NICS, and 13C NMR
chemical shifts were calculated to complement reac-
tivity indexes and molecular scalar fields.118 This
theoretical analysis indicated that the lithium salt,
C5Li2, is the most plausible candidate for experimen-
tal detection (see Figure 7) due to Coulomb stabiliza-
tion. For instance, the paratropic character of the
HOMO in neutral C5Li2 is found to be reduced by 10
ppm as compared to the dianion, C5

2-.
2.3.2.2. Reconciliation between NICS and Cur-

rent Density Plots. CMO-NICS analysis on [n]-

Figure 5. Occupied valence molecular orbitals of D6h
benzene, their energies in hartrees (in gray for π MOs and
in black for σ orbitals), and MO-NICS contributions.
Reprinted with permission from ref 81b. Copyright 2003
American Chemical Society.

Figure 6. The reactant, transition state, and product for
the Diels-Alder cycloaddition. Reprinted with permission
from ref 116. Copyright 2003 American Chemical Society.
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annulenes81b concludes that the NICS contributions
of the lowest-energy σ and π orbitals are the largest.
The π contributions are dominated by the lowest-
energy π orbital (with no nodes in going around the
ring) in agreement with the Hückel energies and the
London-Hückel magnetic susceptibility expression.124

However, this conclusion appears to contradict Fowler
et al.,77b who find that the frontier π orbitals of [n]-
annulenes (rather than the lowest-energy π orbital)
are mainly responsible for the ring current density
when an external magnetic field is applied perpen-
dicularly to the molecular ring plane, “In all cases
[annulenes], the HOMO contribution to the ring
current density map is almost indistinguishable from
the total π current”!77b

Steiner and Fowler77b are discussing ring current
densities parallel to the molecular plane arising from
a perpendicular magnetic field. In contrast,
(CMO-)NICS corresponds to one-third of the trace
of the shielding tensor at the ring center, which takes
into account the magnetic field applied in all three
space directions. Therefore, important features in-
herent to each component are masked when consid-
ering the average isotropic values of NICS. Indeed,
analysis of the NICS tensor components show that
the contributions of the frontier orbitals are domi-
nated by the zz-component of the shielding tensor (or
the NICS tensor), which arises from a current density
in the xy plane, while the zero-node orbitals have
considerable contributions from all components of the
shielding tensor (see Figure 8).81c Hence, the analysis
of the CMO-NICS tensor components rather than
the isotropic values is in agreement with orbital
current density plots, which suggest that the ring
current density arises mostly from HOMO contribu-
tion.

Another motivation for analyzing the NICS tensor
components lies in the apparent underestimation of
the aromatic character of the benzene molecule as
compared to other Dnh [n]annulenes using NICS. For

a chemist, benzene is the prime example for an
aromatic compound, and no other single, neutral ring
molecule is considered to be more aromatic than
benzene. According to the harmonic oscillator model,48a

an aromatic compound should have C-C bond lengths
of 1.388 Å and bond angles of 120° rationalized by
the sp2 hybridization of the participating carbon
atoms. The compound with the most compatible
structure to this requirement is D6h C6H6. Therefore,
benzene should represent the ideal aromatic mol-
ecule.

The behavior of the isotropic NICS, NICSπ, as well
as the NICSπ tensors, suggests that the components
parallel to the molecule, NICSxx and NICSyy, mono-
tonically decrease with the ring size. But interest-
ingly NICSπzz versus the ring size has a nearly
parabolic form, with a minimum, as expected, at
benzene. These results confirm NICSπzz to be a
superior NICS-based aromaticity index compared to
the isotropic NICS (see Figure 9). Most recently Ruiz-
Morales125 employed the total NICSzz in and above
the ring plane to characterize the aromaticity of
polycyclic aromatic hydrocarbons and to validate
their new topological aromatic criteria, so-called the
Y-rule.

2.4. Comparison of NICS-Based Methods
The comparison of the NICS, NICSπ, and CMO-

NICS performance for a series of small molecules is
summarized in Table 4. The results are nicely
complementary, and all aromatic compounds exhibit
negative NICS. However, a careful examination of
the results reveals subtle discrepancies. (i) The NICS-
(0) of benzene complexed by Cr(CO)3 is larger than
the NICS(0) of benzene. However, NICSπ concludes
that the π systems of these two molecules exhibit a
very similar diatropicity. (ii) For the transition metal-

Figure 9. (a) Isotropic NICS, NICSπ, and NICSπzz com-
ponent, and (b) NICSπ tensor components against the ring
size n in a series of six π electron annulenes at the ring
centers (in ppm).

Figure 7. Schematic representation of C5M2 structures,
where M is the metal cation.

Figure 8. Components of the π MO contributions to the
NICS tensor of benzene at the ring center.
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containing compounds, the falloff of the π contribu-
tions is much faster than in benzene itself. (iii)
NICS(0) debatably suggests a stronger diatropic ring
current in nonplanar homotropylium cation C8H9

+

(22) than in benzene itself (-10.9 vs -8.9 ppm).
However, NICSπ and MO-NICS analysis conclude
that the diatropic character of this molecules is
mainly due to its σ framework. The π-like orbitals of
22 give very small contributions to the total NICS,
resulting in a nearly zero NICSπ. Note that a clear
separation between σ and π MOs is not possible for
a nonplanar molecule, thus the dissection into σ and
π contributions is only qualitative.

In summary, every approach has its own drawback.
It is therefore essential to combine various ap-
proaches before reaching appropriate conclusions. In
addition, the systematic examination of the out-of-
plane component of NICSπ is strongly recommended.

3. Selected Applications

3.1. Aromaticity in Annulenes
Annulenes are higher (CH)n ring homologues of

benzene. The unusual chemical and physical proper-
ties of aromatics as compared to their linear coun-
terparts (unsaturated straight chains) can be attrib-
uted to the presence of complete cyclic conjugation
in the former structures. The major breakthrough to
the understanding of the nature of cyclic conjugated
compounds came from Hückel,33 who predicted that
the structures involving (4n + 2) π electrons would
have special benzene-like properties. Hence the name
aromatic was coined for structures depicted in Figure
10. The analogous compounds having 4n π electrons
and contrasting properties to those of benzene were
termed antiaromatic (structures as in Figure 11).7
However, the name annulenes was suggested for all
conjugated cyclic structures irrespective of their
properties. Thus, benzene is the smallest neutral and
stable annulene and is hence sometimes referred to

as [6]annulene. In general, the application of NICS
to characterize simple and complex annulenes as
aromatic or antiaromatic, based on the ring currents,
has been successful.75,81,103,128

3.1.1. Aromatic Annulenes
Longuet-Higgins and Salem,129 as well as later

Coulson and Dixon,130 predicted that the smaller
cyclic fully conjugated polyenes would have delocal-
ized structures while the higher analogues would
have localized structures with significant CC bond
alternation. The first stable and neutral compound
belonging to Hückel series, benzene, prefers a delo-
calized structure with equal CC bond lengths.131

Shaik and Hiberty have stressed that σ frameworks
favor regular geometries while the tendency of π
orbitals is to prefer bond alternation.14,132 The un-
usual D6h benzene is thus due to its CC σ framework.
As Shaik and co-workers132e pointed out, the prefer-
ence for CC bond alternation or delocalization in
larger annulenes depends on a “fine balance between
σ resistance and π distortivity.” Obviously, the bond
length alternation in [n]annulenes should set in
beyond a certain size. However, the critical value of
“n” had not been established with certainty till
recently.

In 1959, Longuet-Higgins and Salem predicted a
bond alternating structure for [30]annulene.129 How-
ever, in 1965, Dewar showed that the preference for
localized structure starts at n ) 22.133 The 1972
and 1995 X-ray structures of [14]annulene134 and
[18]annulene,135respectively, showed small CC bond
alternation in these structures. Yoshizawa’s semiem-
perical method with appropriate corrections for elec-
tron correlation showed that the tendency of annu-
lenes toward CC bond alternation starts at n ) 30.136

Kertesz and Choi further verified these results at the
B3LYP density functional level.137 Schleyer and
Schaefer disagreed with these results and stated that
the level of theory used by Kertesz and by Yoshizawa
was inadequate and that a highly correlated method
is required for studying these large annulenes.138

Table 4. The Molecular Radius, Rmol (in Å), NICS, NICSπ, and MO-NICS (σ and π Contributions with 0 and 1 Nodes
along the Ring, Respectively)a

NICS(0) NICS(1)

Rmol NICS NICSπ NICSσ0 NICSσ1 NICSπ0 NICSπ1 NICS NICSπ

C6H6 (D6h) 1.386 -8.9 -20.7 -8.9 -15.2 -3.6 -5.1 -10.6 -9.7
C4H4 (D2h) 1.033 +21.5 +0.9 -17.8 -23.8 -2.6 +25.2 +13.3 +14.8
Cr(CO)3C6H6 (21, C3v) 1.407 -24.2 -21.0 -12.0 -7.4
C5H5

- (D5h) 1.204 -15.0 -22.1 -12.6 -18.9 -3.8 -3.4 -11.0 -6.6
C7H7

+ (D7h) 1.609 -6.7 -17.5 -6.1 -11.2 -3.6 -5.5 -9.5 -9.7
C8H9

+ (22,Cs) 1.718 -10.9 +1.3a -6.7b -4.2/-4.0b +4.6b -3.2/-0.1b -14.0 +0.5
a All values at the IGLO-PW91/IGLO-III level, except MO-NICS at GIAO-PW91/IGLO-III level of theory. All data were

from ref 126. b For C8H9
+, a clear classification of σ and π contributions is impossible due to strong mixing of the contributions.

Figure 10. Examples of aromatic molecules.

Figure 11. Examples of antiaromatic molecules.
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Their results obtained at the KMLYP/6-311+G**
matched those at the CCSD(T) level and confirmed
that the bond alternation in annulenes takes prefer-
ence over the delocalized structure for n ) 14 ([14]-
annulene). They further stated that the X-ray struc-
tures of [14]- and [18]annulene were incorrect because
their associated 1H NMR chemical shifts are in
disagreement with the experimentally measured δ
values. Thus, the presently accepted critical value of
n, at which the bond alternation sets in, is 14. Since
nearly equal CC bond lengths are not expected for
larger annulenes, the following questions arise:

How does bond alternation affect aromaticity?
Are the largest annulenes, such as [66]annulene,

still aromatic?
Do the diatropic properties of aromatics disappear

gradually or suddenly?
Since several authors36e,139 have criticized geomet-

ric, energetic, and magnetic criteria without provid-
ing alternative means for characterizing diatropic
currents in cyclic conjugated structures, the effects
of bond alternation on the aromaticity of large
annulenes are best evaluated by focusing on all of
the above criteria with special emphasis on magnetic
properties (NICS, NICS(π), magnetic susceptibility
exaltations, and 1H NMR chemical shifts).

3.1.1.1. Geometric and Energetic Criteria. At
the Hartree-Fock (HF) level, [n g 10]annulenes
prefer a bond alternating structure, while the B3LYP
optimization leads to a delocalized structure for n g
30.137b,140 However, the energy difference between the
highly symmetrical structure (D6h) and lower sym-
metry (D3h) for n g 30 (i.e., [30]-, [42]-, [54]-, and [60]-
annulene) increases steadily from 0.26 to 6.1 kcal/
mol at the B3LYP level. Schaefer et al. have indicated

that the neither B3LYP nor HF (and MP2) level is
appropriate to study annulenes because these meth-
ods, respectively, overestimate and underestimate
energies.141 Nevertheless careful calibration shows
that HF geometries (but not the energies) agree with
that given by the highly correlated CCSD(T). How-
ever, KMLYP,142 a hybrid functional containing a
greater HF component, gives not only geometries but
also energies in agreement with that of CCSD(T).138

KMLYP optimization of the cyclic conjugated struc-
tures indicates that the bond alternation starts at
[14]annulene. However, we restrict to the results
obtained from Hartree-Fock (HF) and B3LYP levels
in the following discussions on annulenes.

Dewar predicted that large annulenes reach a
stabilization energy of 2.8 kcal/mol.41d In contrast to
his prediction, data in Table 5 indicated that at the
HF as well as at the B3LYP level the ASEs (evalu-
ated using the equations from Scheme 1) of large

annulenes reach a plateau of 20 and 22 kcal/mol,
respectively. Also evident from Table 5 is that ISE
per π-electron decreases with the increasing ring size.
However, a sharp decrease in ASE at the HF level

Table 5. Relative Energies (Erel, kcal/mol), Isomerization Stabilization Energies21 (ISE, kcal/mol), Total NICS(0)
and Dissected π Contributions (at the Ring Centers), Magnetic Susceptibility Exaltations (Λ, cgs‚ppm), and
Averaged Inner and Outer 1H NMR Chemical Shifts of the [n]Annulenes

[n] symm method Erel ISEa NICS(0) NICS(π) Λb (Λ)c δ Hinner δ Houter

6 D3h B3//HF 4.5d -8.3 -20.1 7.5
D6h B3//B3 0.0 34.7 -8.8 -20.7 -17.9 (-15.8) 7.5

10 Cs B3//HF 2.9 31.1 -28.8 -17.7 -52.8 (-54.0) -5.7 8.4
C2v B3//B3 0.0 32.6 -28.6 -17.7 -56.6 (-64.2) -5.9 8.7

14 C2v B3//HF 10.4 20.9 -7.5 -10.7 -71.8 (-79.9) -1.8 8.5
D2h B3//B3 0.0 26.7 -13.4 -15.7 -120.5 (-137.3) -7.5 10.1

18 D3h B3//HF 12.0 21.9 -5.9 -8.4 -99.7 (-105.9) -1.6 8.8
D6h B3//B3 0.0 27.4 -15.9 -15.9 -235.9 (-257.4) -11.2 11.8

22 C2v B3//HF 13.1 21.2 -4.9 -6.8 -114.8 (-122.1) -0.8 8.8
D2h B3//B3 0.0 26.3 -15.2 -16.2 -394.3 (-416.7) -14.1 13.3

26 C2v B3//HF 13.9 20.5 -3.9 -5.0 -124.3 (-131.4) 0.1 8.7
D2h B3//B3 0.0 24.9 -15.8 -16.1 -636.4 (-599.1) -17.0 15.2

30 D3h B3//HF 14.8 20.1 -3.0 -3.9 -126.9 (-133.2) 1.1 8.5
D3h B3//B3 0.0 23.6 -13.8 -14.4 -760.8 (-741.2) -16.1 15.6
D6h B3//B3 0.3 -16.2 -16.5 -979.2 -20.0 17.2

42 D3h B3//HF 18.6 20.7 -1.1 -91.0 (-89.3) 3.6 7.7
D3h B3//B3 0.0 22.9 -5.6 -924.2 (-940.9) -6.5 10.8
D6h B3//B3 1.9 -16.7 -2637.9 -28.8 21.7

54 D3h B3//HF 23.3 20.8 0.0 -54.0 (-46.7) 4.8 4.9
D3h B3//B3 0.0 22.5 -2.6 -903.6 (-900.0) -1.3 8.7
D6h B3//B3 3.8 -17.0 -5567.0 -37.2 28.0

66 D3h B3//HF 28.3 20.8 0.1 -32.6 (-21.1) 5.0 4.8
D3h B3//B3 0.00 22.4 -1.2 -770.2 (-760.3) 1.7 7.2
D6h B3//B3 6.1 -17.1 -10127.6 -45.0 34.5

a Evaluated using the [n]annulene derivatives in Scheme 1. b Λ ) øM - ø′M. Magnetic susceptibilities of aromatic annulenes,
øM, at CSGT-B3LYP/6-31+G*//(for n e 30) and at CSGT145-B3LYP/6-31G*// (for n > 30); magnetic susceptibilities of nonaromatic
annulenes, ø′M, evaluated by using increments.146 b Values in parentheses are Λ based on Scheme 1 at CSGT-B3LYP/6-31+G*//
for n e 30 and at CSGT-B3LYP/6-31G* for n > 30. c With fixed 1.449 and 1.350 CC lengths.

Scheme 1
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indicates that the aromaticity of [4n + 2]annulenes
decreases rapidly with size. Nevertheless, the steady
decrease of ASEs (at the B3LYP/6-31G* level) for n
g 30 annulenes shows that bond localization, in large
annulenes, does not result in major loss in aroma-
ticity.

3.1.1.2. Magnetic Criteria. In general, criteria
based on magnetic properties, although sometimes
criticized,36e,100,139 very well support the conclusions
given by the ASE data.59b,98,143 The magnetic suscep-
tibility exaltations,44 Λ, increase with increasing ring
size up to n e 30 (Table 5). The curve then falls off
for the realistic B3LYP-optimized D3h geometries.
However, Λ of the larger annulenes (n > 30) contin-
ues to rise for the higher symmetry structures. The
increase in Λ for larger annulenes does not neces-
sarily indicate an increase in aromaticity because the
dependence of magnetic susceptibility exaltation on
the product of ASE and the square of ring area is
well established.144 Moreover, Table 5 also indicates
that the aromatic character retained in the B3LYP-
optimized annulene geometries is larger than that
for the HF ones.

Similar to Λ, the computed proton chemical shifts
are also quite sensitive to the bond alternation
effects. The δ 1H’s of the inner and the outer protons
in annulenes differ dramatically (Table 5) from those
of normal alkenes (δ ) 5.6 for cyclohexene). The
chemical shifts of outer H’s are shifted downfield (also
from those of benzene, δ ) 7.2) whereas the inner
H’s resonate further upfield, indicating the presence
of strong diatropic ring currents in these annulenes.
The δ 1H’s computed on the most symmetrical B3LYP
geometries (Table 5) show steady increase to very
large negative (Hinner) and positive (Houter) chemical
shift values, but these do not correlate with the
experimental134,147 δ 1H’s (e.g., for [14]-, [18]-, and [22]-
annulene).

The behavior of the computed δ 1H’s using the bond
localized HF-optimized annulene geometries is quite
different. The inner-outer δ 1H difference is largest
for n ) 10 but then decreases with increasing ring
size, slowly at first and then rapidly to the vanishing
point. There is no δ 1H difference between the olefin-
like outer and the inner proton for [54]- and [66]-
annulene using the D3h HF geometries. The less bond
length-alternating B3LYP-optimized D3h [n > 30]-
annulene geometries result in an intermediate be-
havior: the inner-outer δ 1H differences decrease
steadily with ring size.

The NICS (NICS(0) as well as its dissected π
contribution, NICS(π), in Table 5) values, which
depend markedly on the geometry for [n > 10],
correlate very well with the behavior of 1H NMR
chemical shifts. For example, the magnitudes of
NICS are largest for the D6h geometries, moderate
for the B3LYP D3h minima, and smallest to negligible
for the HF geometries.

Table 5 indicates that NICS correlates well with
energies (as well as with geometries and with other
magnetic criteria). The negative NICS(0) and NICS-
(π) values (Table 5) denote that the highest symmetry
(bond equalized) annulene geometries are all aro-
matic. NICS(0) reaches a constant value of about -17

(Table 5) for these largest annulenes. The NICS(0)
values for the HF-optimized do not agree with those
for D3h B3LYP minima. These values decrease rather
rapidly with increasing size, sooner along the HF
than the B3LYP series. NICS(0) follows the ISE per
π-electron behavior and also Λ and the 1H chemical
shifts trend. However, the Λ, ISE, and 1H NMR
chemical shift but not NICS(0) predict that the
B3LYP-optimized D3h bond alternating structure of
[66]annulene retains significant aromatic character.
Although the HF-optimized bond alternating [54]-
and [66]annulenes have large ISEs, the Λ’s, 1H NMR
chemical shift differences, and NICS (Table 5) are
very small; evidently these annulenes behave more
like long chain cyclic polyenes.

Despite the divergence in the data at different
levels and geometries, the best interpretations of all
the criteria investigated generally agree in revealing
the major trends along the [n]annulene series. Struc-
turally, the trend toward greater bond alternation
follows the increases with ring size; its onset for
partial localization occurs at n ) 10 at HF/6-31G*
but at n ) 30 at B3LYP/6-31G*. The ASE per
π-electron decreases to very small values with in-
creasing ring size of annulenes. The magnetic criteria
are very sensitive to the geometries. Thus Λ, NICS,
and the 1H NMR chemical shifts show marked
changes with small changes in annulene geometry;
however, more realistic lower-symmetry structures
follow the trend to smaller aromaticity. The effect of
bond localization on benzene is negligible; magnetic
properties are hardly changed. The HF D3h forms of
the largest annulenes show nonaromatic δ 1H behav-
ior; also, their ISE/π-electron, Λ, and NICS values
are quite small.

3.1.2. Antiaromatic Annulenes

[4n]Annulenes in the earlier days were described
as pseudoaromatic148 because they lacked benzene-
like stabilization and their behavior closely re-
sembled that of polyenes. Breslow coined the termed
antiaromatic based on the evidence that the π-elec-
tron interactions in small 4π systems (like cyclopro-
penium anion and cyclobutadiene) are destabilizing.7
Wiberg’s 2001 review149 on aromaticity concluded
that “when the ring size becomes larger, the anti-
aromatic character is decreased and is small even
with cyclooctatetraene” However due to complications
arising from ring strain, Wiberg did not evaluate
destabilization energies in [4n]annulenes. The de-
stabilization energies in [4n]annulenes were uni-
formly evaluated using the Hückel theory and its
subsequent refinements. Using Dewar’s concept of
“resonance energy per electron” (REPE), Hess and
Schaad41e,46a showed that the antiaromatic character
in [4n]annulenes decreases (REPE becomes less and
less negative) as the size increases and that cyclo-
butadiene has the largest negative REPE. Conse-
quently, it is of interest to evaluate the [4n]annulenes
ring size effect on various aromaticity criteria.

3.1.2.1. Geometric and Energetic Criteria. The
difference in the length between the smallest and the
longest bonds (∆r) provides a measure of geometric
aromaticity index in forced planar [4n]annulenes.
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With the exception of cyclooctatetraene (∆r ) 0.130
Å), there is a regular decrease in the ∆r value from
cyclobutadiene (0.243 Å) to [24]annulene (0.087 Å).
The ∆r value for the interior of long chain conjugated
polyene is 0.078 Å. Thus based on the geometric
aromaticity criteria, as the ring size increases [4n]-
annulenes tend to behave like polyenes.

Table 6 indicates that all the [4n]annulenes are
destabilized and that the larger ones are destabilized
only to a small extent. Surprisingly, but in accordance
with experimental results147b,151 and molecular me-
chanics calculations,152 cyclooctatetraene’s (COT) ISE
is close to zero, indicating that this antiaromatic
annulene is destabilized minimally. In general, the
ISE values, computed using Scheme 2 and indicated
in Table 6, show that all the [4n]annulenes, with the
exception of cyclobutadiene,153 are not destabilized
appreciably.

3.1.2.2. Magnetic Criteria. In contrast to ener-
gies, more sensitive measures of [n]annulene anti-
aromaticity are provided by the Λ and the 1H NMR
chemical shifts, as well as NICS and its dissection.
These properties are influenced directly by the special
ring current effects attributable to the cyclic π-elec-
tron conjugation.

The magnetic susceptibility exaltation, Λ, is known
experimentally for only a few [4n]annulenes.44 The
computed Λ of D4h COT is large and positive (79.4
cgs‚ppm, Table 6). The data in Table 6 show an
increase in Λ from [8]- to [24]annulene. The large and
positive [24]annulene Λ indicates unfavorable cyclic
π-electron interactions and antiaromaticity in [4n]-
annulenes.

The computed proton chemical shifts (Table 6) are
extremely sensitive to the geometries and to the cyclic
π-electron currents. In contrast to the large antiaro-
matic destabilization energy of cyclobutadiene, its
protons (δ 5.9) appear in the olefinic region.154 Planar
cyclooctatetraene (δ 2.0) and the outer H’s of [12]-,

[16]-, [20]-, and [24]annulene are shifted further
upfield (δ -1.9 to +2.8), while the inner protons are
strongly deshielded (downfield) and resonate at δ
∼33. The computed downfield chemical shifts of the
inner H’s and the upfield chemical shifts of the outer
H’s indicate strong paratropic ring currents in [4n]-
annulenes supporting an “antiaromatic” behavior.

NICS mirrors the behavior of the chemical shifts
of the inner protons. The [4n]annulene NICS(0)
values are large and positive due to the strong
induced paratropic ring currents arising from cyclic
π-electron interaction. D4h cyclooctatetraene exhibits
the largest NICS(0) value among the [4n]annulenes
set, Table 6. NICS(0) decreases, but only slightly,
with increasing ring size. The large positive NICS-
(0) values, also comparable to Λ data, indicate strong
paratropic ring currents in [4n]annulenes. Dissected
NICS values are more instructive in assigning the
paratropic π-bond contributions. The cyclobutadiene
NICS(0)π value (-0.2) is exceptional in showing no
net π contributions, but a strong but hidden parat-
ropic influence is revealed by a more careful exami-
nation.65b The other [4n]annulenes have large and
positive π contributions. Like NICS(0), NICS(0)π also
is the largest at the center of planar cycloocta-
tetraene, but the NICS(0)π values of the other [4n]-
annulenes remain nearly the same with increasing
ring size.

The [4n]annulene antiaromaticity criteria give
somewhat inconsistent results; cyclobutadiene is
exceptional in having a uniquely large destabilization
energy153 and positive Λ but exhibiting olefinic proton
chemical shifts and a near-zero NICS(0)π value. The
next higher analogue, planar cyclooctatetraene, has
a near-zero stabilization energy, but the largest
NICS(0) and NICS(0)π values. For the rest of the [4n]-
annulenes, there is regular progression in degree of
bond alternation with ring size, but no notable
differences in the remaining properties listed in Table
6.

The small destabilization energies in larger [4n]
systems undermine definitions of antiaromaticity
based on energy at least for systems with more than
four π electrons. The degree of bond alternation of
the antiaromatics is larger than that for conjugated
olefins. While ASE does not reveal significant anti-
aromatic behavior of the larger [4n]annulenes, the
computed proton chemical shifts, Λ, and NICS reveal

Table 6. The Difference between Shortest and Longest [4n]Annulene Bond Length (∆r), Syn-Anti Corrected150

Isomerization Stabilization Energies (kcal/mol) Evaluated by the Schleyer-Pu1 hlhofer Method (ISESpcorr, Scheme
2), Magnetic Susceptibility Exaltations (Λ, cgs‚ppm), and Averaged Inner (δ Hinner) and Outer (δ Houter) 1H NMR
Chemical Shifts of the Antiaromatic [4n]Annulenes in Planar Bond Alternating Geometriesa

[n] symm ∆r (Å) ISESpcorr Λ NICS(0) NICS(0)π δ Hinner δ HOuter

6 D6h 0.000 33.2 -17.6 -8.8 -20.7 7.5
4 D2h 0.243 -35.2 13.0 20.8 -0.2 5.9
8 D4h 0.130 0.6 79.4 35.9 28.4 2.0

12 D2h 0.174 -9.0 98.8 24.5 19.2 32.4 2.8
16 D2h 0.129 -6.1 187.7 23.4 20.2 33.1 0.9
20 D2h 0.110 -4.8 296.6 21.5 19.5 33.3 1.4
24 Cs 0.087 -3.1 407.3 19.3 18.1 33.0 -1.9

a ISESpcorr was evaluated at B3LYP/6-31G*+ ZPE (B3LYP/6-31G*) + syn-anti corrections (Scheme 2). Λ ) øM - ø′M. Magnetic
susceptibilities of parent [4n]annulenes, øM, were calculated at CSGT-B3LYP/6-31+G*//B3LYP/6-31+G*; magnetic susceptibilities
of nonaromatic models, ø′M, were evaluated using increments. NICS(0), NICS(0)π, Houter, and Hinner were calculated at
IGLO/TZ2P//B3LYP/6-31G*.

Scheme 2
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strong paratropic ring currents in these larger [4n]-
annulenes.

Consequently, the [4n]annulene aromaticity can be
regarded as statistically multidimensional (eg. ref
98d). The larger [4n]annulenes (n > 1) are non-
aromatic energetically but exhibit an upfield chemical
shift (δ 2.0) for outer protons and a positive NICS.
The term “antiaromaticity,” applied to [4n]annulenes
with n > 1, is better supported by their magnetic
behavior, rather than by their energetic destabiliza-
tion.

3.2. Aromaticity in Polycyclic Aromatic
Hydrocarbons (PAHs)

Polycyclic aromatic hydrocarbons (PAHs) (or poly-
cylic benzoid hydrocarbons (PBHs)) constitute an-
other important class of organic molecules, which
consist of two or more unsaturated rings. The aro-
maticity of PAHs permit their application in various
field of chemistry such as conducting polymers,155

organic (photo)conductors,156 solar cell research,157 or
pigments for dyes.158 In polycyclic aromatic com-
pounds, the delocalization is not expected to be as
ideal as in benzene, because of the fusion of two or
more aromatic rings that perturbs the delocalization
of the electrons. This, of course, leads to the question
about the degree of aromaticity in PAHs.

A simple and practical method to understand the
aromatic stability and behavior of PAHs was devel-
oped by Clar.47 In Clar’s model the π-electrons are
localized favorably in sextets as in benzene rings. The
stability of the structure increases with the number
of π-electron sextets. For instance, PAHs that can be
regarded as cross-linked purely benzenoid partial
systems, such as triphenylene are the most stable
known.159 Although Clar’s model predicts many of the
chemical and physical properties of PAHs (e.g.,
reactive positions in electrophilic aromatic substitu-
tion and bond lengths) correctly, the physical basis
for its representation remains somewhat unclear.

The NICS values represent a strong theoretical
support for Clar’s picture of aromatic π-sextets. For

instance, Schleyer and his collaborators recently
computed ring values of NICS for a series of large
polybenzoid hydrocarbons.160 They concluded that
only the four fully polybenzenoid hydrocarbons (i.e.,
all carbon atoms are members of a single sextet),
C42H18 (23, hexabenzocoronene), C114H30 (24), C186H42
(25), and C222H42 (26), show the extreme NICS values,
while compounds having migrating π-sextets (e.g.,
27) show intermediate values for several rings (Fig-
ure 12). Though clear differentiated Clar sextet ring
patterns occur in the molecular planes of D6h PBHs
(23-26), above molecular planes, uniform magnetic
fields develop and graphite-like properties appear,
although graphite-like PBH dimensions have not
been approached. Figure 13 shows that NICS values
placed above the PBH surface tend to a uniform value
for even the relatively small PBH 23. Extensive
studies of NICS and Clar models of the PAHs were
also reported by Ruiz-Morales.125

On the other hand, Schleyer et al. made a compre-
hensive study on the properties of linear poly-
acenes.161 Although the chemical and physical prop-
erties of these systems seem to support a loss of
benzenoid character when the number of rings in-
creases,162 it was finally concluded that the stabiliza-
tion resonance energies per π electrons remain
essentially constant from benzene to heptacene. Also,
NICS calculations161 along the series indicated that
the inner rings actually are more aromatic than the
outer rings and even more aromatic than benzene
itself (Figure 14), whereas the opposite trend is
observed in the case of angular polyacenes.162 The
more aromatic inner rings are more reactive to the
Diels-Alder reaction than the less aromatic outer
rings. However, the reactivities (computed activation
energies) of the individual acene rings, which depend
on the activation energies and the product stabilities,
are not a ground-state phenomenon.

Gomes and Mallion52c summarized the relative ring
currents and the relative NICS values for several
middle to small conjugated hydrocarbons including
anthracene, phenanthrene, and triphenylene. They

Figure 12. C96H24 (27) Kekulé structure (left): the arrows
show Clar sextet (solid red dot) migration, which is
responsible for the NICS aromaticity pattern on the right.

Figure 13. C42H18 (23) NICS grid. Extending to 4 Å, the
grid shows the trend toward a uniform magnetic field (i.e.,
NICS points develop uniform size) above PBH ring planes.
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showed an overall parallelism between the results
of ring currents and chemical shifts at the center of
a ring of conjugated hydrocarbons. For instance, it
was confirmed that the central rings in phenanthrene
and triphenylene have substantially smaller ring
currents and relative NICS in comparison with the
peripheral rings in the same molecules. Obviously,
the opposite is true for anthracene.

Besides the planar structures discussed above,
PAHs also include belt- or hoop-shaped structures
made of laterally fused benzoid hydrocarbons. Such
novel molecular architectures are expected to possess
exciting physical and chemical properties, such as
nanotube precursors. For example, the first hoop-
shaped benzenoid derived from [10]cylcophenacene
(28) was recently synthesized and studied theoreti-

cally by Nakamura and collaborators.163 The NICS
computation reveals a clear aromatic behavior for
both the six-membered rings of cyclophenacene
(-11.46 to -11.99 ppm) and its cage center (-11.58
ppm), while other rings are found to be nonaromatic
(-1.27 to 0.30 ppm). This molecule represents the
shortest [5,5] carbon nanotube (CNT) (29).

In recent studies, Nakamura et al.164 extended
Clar’s aromatic sextet valence bond (VB) model to
predict properties and reactivity of single-walled
carbon nanotubes (CNTs). Using NICS analysis,
Nakamura et al.165 show that the chemical structures
of finite-length armchair [5,5] and [6,6] CNTs fall into
three different classes that maybe referred to Kelulé,
incomplete Clar, and complete Clar, depending on the
exact length of the tube (Figure 15). Ormsby and
King166 convincingly showed that the NICS values
calculated for three types of short CNTs (e.g., CNTs
with different roll-up vectors167 (m,n)) agree perfectly
with the best-constructed Clar VB models associated
with each of the possible CNTs. These observations
are also confirmed by the patterns exhibited by SMT
images, which are consistent with the model pre-
dicted by Clar.

3.3. Mo1bius Aromaticity
After the synthesis of large Hückel annulenes

around 1964, Heilbronner suggested that singlet [4n]
cyclic π conjugated rings of about 20 carbon members
or more could incorporate a 180° twist and be
aromatic if characterized by a Möbius topology
(Figure 16).6 Zimmerman soon accepted Heilbron-
ner’s idea in formulating selection rules of pericyclic
reactions and generalized the Möbius-Hückel con-
cept for the transition states.168

For ground-state molecules, generally, the ring has
to be large enough to accommodate the small dihedral
angle “twists” going from one carbon p orbital to the
next around the annulene cycle. For example, eight-
π-electron trans-cyclooctatetraene does not have a
Möbius-like p-orbital topology due to the reduced
overlap between the p-orbitals and is nonaromatic
(NICS -1.9 ppm).169 However, the eight-membered
ring is big enough for an eight π Möbius aromatic
transition state;168 Rzepa even designed stable seven-
membered Möbius aromatic rings (see later section
for details, as well as ref 170 appearing in this special
issue).

In 1971, Schleyer et al. postulated a short-lived
intermediate, monocyclic (CH)9

+ cation, which al-
lowed isotope label scrambling, in the solvolysis of
exo-9-chlorobicyclo [6.1.0]nona-2,4,6-triene in aque-
ous acetone at 75 °C.171 Starting from 30, which

contained deuterium at C9, the bicyclic product 31
(X ) OH), containing uniformly scrambled deuter-
ium, was isolated. Subsequently, Anastassiou and
Yakali succeeded in preparing 9-chlorocyclononatet-
raene, 32, which (deuterated) under ionizing condi-
tions gave uniformly scrambled deuterium product,

Figure 14. NICS(0) at the ring centers of linear arenes.
The sizes of the red dots indicate that the more reactive
inner rings actually are more aromatic than the less
reactive outer rings and even more aromatic than benzene
itself.

Figure 15. Chemical structure of finite-length armchair
tubes: (a) Kelulé; (b) incomplete Clar; (c) complete Clar.

Figure 16. Schematic representation of the Möbius type
overlapping p orbitals in (CH)9

+. The C2 axis lies horizon-
tally; the carbon atom on it (right) is across from the phase
inversion (left).
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32.172 In anticipation of antiaromatic planar cyclo-
nonatetraenyl cation, Anastassiou and Yakali won-
dered why the ion forms so easily and how the
positions could become equivalent. They represented
the involved intermediate (of conversion from 31 and
32) in a coiled conformation, which minimized the
antiaromatic destabilizations.

In 1998, Schleyer et al.173 reported that the com-
putationally most stable conformation of (CH)9

+ was
indeed a helical C2 symmetrical structure. It was
recognized for the first time that a Möbius system
can exist for such a small system. Schleyer further
confirmed the aromaticity of the Möbius topology
structure 33 by reporting a large NICS(0) value of
-13.4 ppm at the ring center. Additionally, 33
represented remarkably equalized CC bond lengths
and a large magnetic susceptibility value, -188.8 cgs‚
ppm.

Rzepa and co-workers have discussed the electronic
properties of small ring compounds containing a
strained allene bond as having a Möbius topology.174

However, these twisted cyclic molecules may some-
times be destabilized due to ring strain. But cyclic
allene structures can adopt Möbius topology only if
ring size is large. Thus, Rzepa and co-workers have
designed several Möbius topology systems, e.g., 34,175

and categorized them as aromatic based on the NICS
values. Möbius heteropines176 (35) and carbeno[8]-
heteroannulenes177 (36) with eight π electrons also
were characterized as aromatic. The aromaticity of
bis and tris spiro systems (37 and 38), in which each
ring exhibits Möbius 4n π-electrons, was also inves-
tigated.178 Several examples, like 39, of triplet state
annulenes containing 4n + 2 π electrons were also
predicted to be aromatic.177 Schleyer and Karney
have predicted several Möbius local minima of [12]-,
[16]-, and [20]annulene. On the basis of the computed
NICS value, they showed evidence for the presence
of diatropic ring currents in these molecules.179

However, they also recognized that Möbius topology
in [12]-, [16]-, and [20]annulene is not the most stable
isomer due to counterbalancing strain effects.

Recently, Herges et al. have synthesized the first
stable neutral hydrocarbon (40) that possesses

Möbius topology.180 Compound 40 contains a flexible
polyene bridge that twists to connect the ends of a
rigid bianthraquinodimethane moiety. Although 40
shows significant CC bond alternation (up to 0.157
Å) along the C16 ring perimeter, Herges et al.
characterized this molecule being moderately aro-
matic. However, critical analysis181 showed that
delocalization in this core is inhibited by large
dihedral angles, which hinders effective π overlap.
Consequently, the [16]annulene core of 40 is non-
aromatic and any aromatic character of 40 is confined
to the benzene rings. This conclusion is supported by
computed geometric (∆r, ∆rm, Julg A, HOMA), mag-
netic (NICS, magnetic susceptibility exaltation), and
energetic criteria of aromaticity.

3.4. Aromaticity in Hydrocarbon Pericyclic
Reaction Transition States

Reactions in which all the first-order changes in
the bonding relationships take place concertedly
around a ring are called pericyclic reactions. Wood-
ward and Hoffmann classified such processes further
into five categories: sigmatropic shifts, cycloaddition,
electrocyclic, cheletropic, and group transfer reac-
tions.182 A few reactions that do not fall under any
category were classified as “miscellaneozations” by
Houk et al.183 Reetz introduced yet another class,
dyotropic shifts.184 Recently, Herges pointed out
another group of concerted transformations,
“coarctate reactions”.185

Molecular rearrangements with no net change in
the number of π and σ bonds (∆H ≈ 0) include group
transfers and sigmatropic shifts. Electrocyclization
and ene reactions involve transformations of a π bond
into a σ bond, while under cycloadditions and chele-
tropic, reactions exemplify 2π bond to 2σ bond
processes. Besides their synthetic utility,186 pericyclic
reactions have attracted even more attention due to
the controversies over the mechanistic possibilities.
Such processes can proceed stepwise involving bi-
radical intermediates or in a concerted fashion in-
volving synchronous formation and breaking of bonds.

As early as 1938, Evans and Warhurst3 recognized
the analogy between the π electrons of benzene and
the six delocalized electrons in the cyclic transition
state (TS) of the Diels-Alder reaction187 of butadiene
and ethylene. Evans also pointed out that “the more
the enhanced mobility of the π electrons in the
transition state, the greater will be the lowering of
the activation energy.”3 Thermally allowed pericyclic
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reactions, based on the Woodward-Hoffmann rules,
can be considered to take place preferentially through
concerted188 aromatic transition states, which are
energetically favored.

Schleyer and co-workers,58d,60 as well as oth-
ers,116,189 have systematically analyzed the aroma-
ticity of pericyclic transition states on the basis of
geometric, energetic, and magnetic criteria. Geomet-
ric and energetic evidence indicated that aromatic
transition states have delocalized structures and
large resonance stabilization (energies of concert). In
addition, these structures exhibited exalted magnetic
susceptibilities, magnetic susceptibility anisotropies,
and abnormal 1H NMR chemical shifts. NICS also
has been used to characterize the delocalization in
the pericyclic transition states. For instance, Schleyer
et al. showed that for TSs NICS agrees well with the
energetic, geometric, and various other magnetic
criteria.59d,161,190 Since the pericyclic TSs involve
reorganization of bonds, Schleyer et al. employed the
term mobile electrons to denote the contribution of
formal π and σ bond electrons (taking part in rear-
rangement) to the total NICS(0) value.189k For ex-
ample, the TS involved in the Diels-Alder reaction
of butadiene with ethylene, 51, has six π electrons.
While four electrons belong to the C1-C2 and the
C3-C4 of butadiene (diene) and the other two to the
C5-C6 of ethylene (dienophile) in the starting reac-
tants, these electrons are transformed to two σ bonds
(C1-C5 and C4-C6) and a π bond (C2-C3) of the
product, cyclohexene. Hence all these six π electrons,
as shown by dotted line in 51 (Figure 17), are termed
as mobile electrons. The following sections discuss
the evidence of delocalized ring currents in different
types of pericyclic reactions.

3.4.1. Sigmatropic Shifts

Sigmatropic rearrangements (molecular reorgani-
zations with no change in the number of π or σ bonds)
involve the movement of bonds over a conjugated
system. Rearrangement can occur through a con-
certed mechanism (one step) or via a two-step alter-
native involving a biradical intermediate, as proposed
by Woodward and Hoffmann. In a few cases, the
stepwise mechanism dominates over the concerted
alternative.

3.4.1.1. [1,5] Sigmatropic Shifts.191 The [1,5]
transition states of sigmatropic hydrogen shifts have
been shown to be aromatic based mainly on energetic
and magnetic criteria.60c,192 We have reexamined two
cases here: (Z)-1,3-pentadiene and cyclopentadiene
(41 and 42).

3.4.1.1.1. (Z)-1,3-Pentadiene. Structure 41 sum-
marizes various data pertinent to the aromaticity
evaluation. The C-C bond lengths in the six-
membered TS ring show little alternation (0.020 Å).
The large energy of concert, 40 kcal mol-1, reported
by Schleyer et al., implies a large preference for the
concerted over a stepwise (biradical) mechanism60c,192

The reported magnetic susceptibility exaltation, -9.9
cgs‚ppm, is close to the benzene value, -13.4
cgs‚ppm.

Structure 41 also shows the computed NMR proton
chemical shifts. For example, δ 1H attached to C2,

C3, and C4 are in the aromatic region (7.0-7.3 ppm),
downfield shifted compared to olefinic H’s. The axial
protons attached to C1 and C5 are much upfield (2.3
ppm) compared to the equatorial protons at C1 and
C5 (4.9 ppm). Hence the NMR chemical shifts of the
protons show a strong delocalized diatropic ring
current in the aromatic TS, 41. The δ 1H bridging H
is more difficult to interpret because the combined
contributions of the partial (C‚‚‚H) bonds are less
than that of a normal C-H bond.

The GIAO and IGLO-NICS in the center of the
six-membered TS, -13.5 and -14.2 ppm, respec-
tively, illustrate the general agreement between the
two methods. The total contributions of the six mobile
electrons (dotted line in 41), given by the NICS
dissection, -16.9 ppm, indicates a pronounced dia-
tropic ring current and a concerted mechanism.

3.4.1.1.2. Cyclopentadiene. The [1,5] sigmatropic
shift in cyclopentadiene shows a much lower activa-
tion barrier of 25.6 kcal/mol (Table 1) than pentadi-
ene (36.4 kcal/mol).60c,191,192 The energy of concert, 50
kcal/mol, also is larger and favors the concerted over
a stepwise mechanism. Notably the magnetic sus-
ceptibility exaltation, -8.9 cgs‚ppm, of the TS is
lower than that of the pentadiene TS (-9.9 cgs‚ppm).

The GIAO and IGLO-NICS, -11.5 and -12.7,
respectively, in the center of the five-membered TS,
42, are slightly smaller than those in 41. Because of
the small size of the five-membered cyclopentadiene
TS ring, the paratropic contributions from the σ
electrons are slightly larger than those in the pen-
tadiene TS (GIAO and IGLO-NICS differences be-
tween the Figure 1.1 and 1.2). The dissected NICS
of 42 show that the six mobile electrons in the
aromatic transition state contribute substantially,
-20.5, to the total value.

The chemical shifts of the protons attached to C1,
C4, and C5 are in the aromatic region (7.0-7.4 ppm)
implying a strong diatropic ring current and a
concerted mechanism.

3.4.2. Cope and Claisen Rearrangements:

3.4.2.1. [3,3] Cope Rearrangements.60e,188,193 The
detailed nature of the mechanism of the [3,3] sigma-
tropic shift, Cope rearrangement, of parent 1,5-
hexadiene was debated for almost a half century. The
controversy was the preference of this rearrangement
to occur in a stepwise fashion involving an inter-
mediate or a concerted single step. Does the transi-
tion state have a diradicaloid (singlet) or aromatic
character?58d Evidence now classifies most Cope [3,3]
rearrangements as a concerted reaction proceeding
through a chairlike aromatic transition state.194

Hence we intend to limit our [3,3] Cope rearrange-
ment discussion to include only a concerted transition
state.

The chair, 43 (C2h), and boat, 44 (C2v), form TSs
have been located for the Cope rearrangement of 1,5-
hexadiene, though the former is preferred by 5.8 kcal/
mol over the latter at the B3LYP/6-311+G** level.192b

When more refined experimental data195 was used
to estimate energies, notably the concerted chair TS
was found to be 9 kcal/mol more stable than the diyl
intermediate, 1,4-cyclohexanediyl. Since the Cope
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rearrangement involves six mobile electrons (2σ and
4π), the transition state is expected to be aromatic.
Indeed, the computed magnetic properties showed
pronounced ring current effects close to benzenoid
structures and other aromatic molecules. Magnetic
susceptibility exaltations, -19.9 for 43 and -17.4 for
44, show a delocalized ring current in the synchro-
nous TS.192b The 1H NMR shifts of the axial protons
in 43 and 44 are upfield (1.0-3.4 ppm), while the

equatorial protons are downfield (5.3-6.0 ppm), thus
showing a delocalized ring current. In addition
NICS(0) values in the center of 43 (-23.0) and 44
(-21.4) show the aromatic character of the concerted
TSs. Dissected NICS(0), -14.8 (chair TS) and -10.7
(boat TS), also indicated pronounced diatropic ring
currents due to six mobile electrons.

3.4.2.2. Claisen Rearrangement.196 The [3,3]
sigmatropic arrangement of allyl vinyl ether to form

Figure 17. Geometries of the transition states (41-47 and 49-55) optimized at the B3LYP/6-311+G** and that of 48 at
the BLYP/6-311+G**. The values in the center are the NICS(0) value (in bold) and the delocalized mobile electron (in
italics, shown by dotted lines) contribution computed at the geometric center consisting of heavy atoms with the IGLO-III
TZ2P basis set at the SOS-DFPT-IGLO level with the PW91 exchange functional using the deMon NMR program. The 1H
NMR chemical shifts (in δ ppm) are also shown next to the protons and are computed as the difference from proton shieldings
of TMS.
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4-pentenal is known as the Claisen rearrangement.
This mechanism, which also may occur via a chair
(45) or a boat (46) transition state, involving a
heterocyclic ring is closely related to the previously
discussed Cope rearrangement.c Houk and co-work-
ers have indicated that the energies given by B3LYP
are in excellent agreement with the experimental
values.194c,d The computed NICS and Λ characterize
the existence of diatropic ring currents in the transi-
tion states. The GIAO-B3LYP/6-31G* NICS value
computed at the geometrical central point of the six
heavier atoms is -21.2 for chairlike (45) and -18.5
for boatlike transition state structures (46). Likewise,
the dissected NICS(0) value in 45, -12.1, and in 46,
-10.2, further establishes the aromatic nature of
these concerted TSs. In agreement with the NICS
data, the computed magnetic susceptibility exalta-
tions indicate that the chair TS, -15.8 cgs‚ppm, is
more aromatic than the boat TS, -13.3 cgs‚ppm. Note
that Λ values of 45 and 46 are closer to that of
benzene, -13.4 cgs‚ppm.

3.4.3. Electrocyclic Reactions

The cyclization of conjugated π systems or the
reverse ring-opening process is termed as elecrocyclic
reactions. These reactions may proceed via a dis-
rotatory or conrotatory mode.

3.4.3.1. Ring Closure of 1,3,5-Hexatriene.193p,197

Woodward-Hoffmann rules predict that the dis-
rotatory ring closure of 1,3,5-hexatriene to form 1,3-
cyclohexadiene is thermally allowed. Doering et al.
predicted 42-45 kcal/mol activation energy for
hexatriene ring closure assuming a diradical non-
concerted transition state.198 The barrier for the
stepwise process is thus much larger than that (30.7
kcal/mol evaluated at the B3LYP/6-311+G**) for the
concerted transition state, 47. The aromaticity of 47
has been very well established on the basis of
geometric, energetic, and magnetic criteria.58d,192b The
above energetic data clearly indicate that the energy
of concert is ca. 12-15 kcal/mol. The computed
magnetic susceptibility exaltation of 47, -17.4 cgs‚
ppm, is close to the benzene value of -13.4 cgs‚ppm.
In addition, the NICS(0) of -14.3 and dissected
NICS(π) of -17.4 are indicative of diatropic ring
currents in the concerted TS 47. Schleyer and Jiao
also noted that 1,3,5-hexatriene ring closure showed
considerable acceleration on complexation with vari-
ous metal cations.58d They also characterized the
aromaticity of the concerted TS by computing Li+

chemical shift, which was largely upfield shifted to
-7.8 ppm.

3.4.3.2. Electrocyclization of Hexenediynes
Bergman Cyclization. Singlet biradical benzene-
1,4-diyl is formed on thermal six-π-electron cycliza-
tion of hex-3-ene-1,5-diyne. Various other versions of
this reaction have been extensively studied by Berg-
man et al.199 Although considered as an “aromatiza-
tion reaction”, the extent of cyclic electron delocal-
ization in the Bergman reaction is not understood
satisfyingly. Based on valence bond (VB) description,
Shaik and Schreiner have developed a view suggest-
ing that the transition state involved in this cycliza-
tion, 48, is essentially π-nonaromatic but σ-aromat-

ic.200 Their conclusions were based on detailed analysis
of energetic criteria. Additionally, the transition state
involved in Bergman cyclization essentially does not
contain multireference character; activation energies,
25.2 kcal/mol, given by pure density functional
methods (e.g., BLYP) reproduce the value of 28.2
kcal/mol for the parent system.201

The aromatic character of transition state 48
involved in Bergman cyclization of hex-3-ene-1,5-
diyne is confirmed by the large and negative NICS-
(0) value of -19.5. The dissected NICS(π), -15.1, also
supports the existence of diatropic ring currents in
48. The IGLO computations indicate that the triple-
bond in-plane components also make small contribu-
tions, -3.3 ppm, to the total NICS(0). Schreiner et
al.201s pointed out that the results obtained from the
dissected NICS analysis for 48 are in contradistinc-
tion with those obtained by using a VB approach and
that “it is unclear at this point why there is a
discrepancy”.

3.4.4. Group Transfers

Group transfer reactions are molecular reorganiza-
tions involving no change in the number of π and σ
bonds.

3.4.4.1. Dihydrogen Transfer between Ethene
and Ethane. In 1982, Feller, Schmidt, and Rueden-
berg reported ab initio studies on the concerted
transition state in dihydrogen transfer between
ethene and ethane.202 The concerted TS 49 has a D2h
symmetry with C‚‚‚H bonds stretched to 1.37 Å. Note
that the C‚‚‚C separations, 1.42 Å, are typical of
aromatic systems. McKee et al. have reported203 an
activation barrier of 48.1 kcal/mol at the MP2/6-31G*
level, which is in reasonable agreement with that,
46.7 kcal/mol, evaluated at the B3LYP/6-311+G**
level.

Since this reaction is classified as 2σs + 2πs + 2σs
type, there are six mobile electrons in the synchro-
nous transition state, 49. In agreement with our
expectation, the large negative IGLO NICS(0) value
of -27.7 ppm confirms the aromatic character of the
concerted transition state. The dissected NICS value,
-17.7 ppm, corresponding to the mobile electron
contributions also validates strong diatropic ring
currents in 49. In addition, upfield shift (ranging
from -0.3 ppm) of the central protons in 1H NMR
confirms the aromaticity in 49.

3.4.5. Ene Reactions

The ene reaction,204 also known as homodienyl[1,5]-
shift, involves a hydrogen atom transfer when there
is simultaneous conversion of one π bond to a σ bond.

3.4.5.1. Ene Reaction between Propene and
Ethylene.205 The activation barrier for ene reaction
between propene and ethylene is estimated to be 35
kcal/mol.205a In agreement with this value, B3LYP/
6-311+G** predicts the reaction barrier, involving a
concerted transition state (50), to be 35.9 kcal/mol.
The transition state, 50, has an envelope conforma-
tion with C1-C3, C3-C4, and C6-C5 bond lengths
in the range of ∼1.4 Å. The NICS(0) value, -24.4
ppm, in the center is supportive of aromatic character
in 50. Additionally, large and negative NICS, -14.4,
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originating from the six mobile electrons indicate that
the concerted transition state sustains significant
diatropic character.

3.4.6. Cycloaddition Reactions

3.4.6.1. Diels-Alder Reactions.187,188 This reac-
tion, perhaps, not only is central in the development
of theoretical models of concerted mechanisms but
also is the most widely used synthetic method for the
construction of six-membered rings. Many ab initio
and semiempirial calculations on the [4 + 2] cyclo-
additions have been reported.206 The prototype Di-
els-Alder reaction of 1,3-butadiene with ethene has
been theoretically computed at different levels, and
a well-defined synchronous transition state (51), Cs,
which is 2-7 kcal/mol more stable than the stepwise
alternatives, is predicted to be favored.

Both 51 and 52 (involved in cycloaddition of cyclo-
pentadiene and ethene) have ∼1.4 Å C-C bond
lengths in the diene and in the dienophile moieties.
Schleyer et al. have verified Evan’s suggestion that
51 is aromatic by using geometric, energetic, and
magnetic (1H NMR chemical shifts, magnetic sus-
ceptibility exaltations, and NICS) criteria. Herges et
al.60d showed that the change in the 1H NMR chemi-
cal shift along the reaction coordinate of the inner
and the outer protons attached to ethene and 1,3-
butadiene in 51 provides a firm basis for the aroma-
ticity concept of the pericyclic transition state. The
NICS(0) values in the center of the six heavy atoms
forming the TS in 51 and 52 are -19.4 and -22.9,
respectively. The large and negative NICS contribu-
tions (-14.0 and -15.7, respectively) from the six
mobile electrons indicate large aromatic character in
both transition states. Moreover, the computed mag-
netic susceptibility exaltation (-14.0 and -17.7,
respectively) of both these transition states further
supports the conclusions given by NICS.

3.4.7. Pericyclic Reactions Involving Möbius Transition
States

3.4.7.1. [1,7] Sigmatropic Hydrogen Shifts in
1,3,5-Heptatriene. In contrast to [1,5] sigmatropic
shifts, which have a Hückel topology, [1,7]
hydrogen191f,h,207 migration TSs, involving eight mo-
bile electrons as in 1,3,5-hepatriene, have a Möbius
twist.208 The Möbius aromatic transition state, 53,
(C2 symmetry) in 1,3,5-heptatriene has a relatively
low activation barrier (24.7 kcal/mol)209 as compared
to 36.4 kcal/mol for [1,5] hydrogen shift in 1,3-
pentadiene. This may be due to the greater flexibility
of the triene, which permits better overlap in 53 at
the cost of relatively less distortion energy.188a Schley-
er et al.60a evaluated a large energy of concert, 60.0
kcal/mol, indicating a preference for concerted TS 53
over a stepwise diradical intermediate. The 1H NMR
shifts of protons attached to C1 and C7 and lying on
the inner side are shifted upfield to -1.8 ppm, while
the protons attached to C2, C3, C4, C5, and C6 are
downfield shifted (to 6.9-7.4 ppm); this behavior is
characteristic if diatropic ring currents are present.
The magnetic susceptibility exaltation of 53 (-23.1
cgs‚ppm) is greater than that of benzene. In addition,
the Möbius aromaticity of the transition state is

confirmed by NICS: GIAO (-11.7) and IGLO (-12.3)
NICS(0). Further more the presence of strong ring
currents in the TS with a Möbius topology, 53, is
supported by large and negative contributions, -15.8
ppm, from the eight delocalized electrons to the total
NICS.

3.4.7.2. Ring Opening of Cyclobutene to Buta-
diene. This electrocyclic reaction, like the Diels-
Alder reaction, of cyclobutene to butadiene has been
extensively studied210 using different levels of theory.211

There are four delocalized electrons involved in the
TS (54) in the conrotatory ring opening of cy-
clobutene. Although the geometry of the Möbius
transition state, 54, is largely method-independent,
only correlated levels best reproduce the experimen-
tal thermochemistry.197l Schaefer et al.211d pointed out
that there is no concerted Cs transition state for the
symmetry-forbidden disrotatory process. The MP2/
6-31G* transition-state geometry of 54, reported by
Houk,188a is in good agreement with that computed
at the B3LYP/6-311+G**. The existence of diatropic
ring currents in 54 not only is displayed by a negative
magnetic susceptibility exaltation value, -5.2 ppm
but also is supported by large negative NICS(0) of
-10.1. Moreover the significant contribution of the
four mobile electrons, -17.7 ppm, toward total NICS
also shows aromatic character in 54.

3.4.7.3. Ring Closure of 1,3,5,7-Octatetraene.
Since the conrotatory (thermal) ring closure in 1,3,5,7-
octatetraene involves eight electrons, a Möbius tran-
sition state is predicted on the basis of Woodward-
Hoffmann rules. The twisted topology of the transition
state, 55, permits excellent π overlap throughout the
ring, as well as at the C‚‚‚C termini, where the new
σ bond is formed. Unlike structure 54, the Möbius
transition state 55 shows large geometry variations
with the change in computational methods;212 opti-
mization at HF/6-31G* level gives a structure with
smaller bond alternation (0.034 Å) and hence with
greater aromaticity than those at B3LYP or MP2/6-
31G* methods (0.072 Å).60b,192b The same conclusion
can also be deduced from the calculated magnetic
susceptibility exaltation, which is -12.6 cgs‚ppm for
the MP2 and -28.4 cgs‚ppm for the HF geometry.
The NICS(0) value and the contributions of the eight
mobile electrons toward total shielding, -10.8 and
-15.2 ppm, respectively, further establish the pres-
ence of diatropic ring currents in 55.

3.5. σ-Aromaticity and σ-Antiaromaticity
Although aromaticity was initially confined to

systems with π delocalized electrons, the concept of
σ-aromaticity has been invoked to rationalize proper-
ties of saturated cyclic hydrocarbons.11 In this con-
text, three-membered rings (3MRs) have drawn much
of the interest among experimental213 and theoretical
chemists214 for many decades. The stability and
reactivity of these small rings is dictated by an
interplay of steric and electronic influences, which
can give rise to aromatic or antiaromatic (de)-
stabilization, as well as inductive, mesomeric, and
hyperconjugative effects. The σ-aromaticity of cylco-
propane that was first suggested by Dewar11 was
further supported by many electronic studies.215,216
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For instance, the upfield shift of its 1H NMR sig-
nals,217 as well as the negative value of NICS216

located above the ring, indicates the presence of a
strong diatropic current in the σ-plane of the mol-
ecule. On the other hand, 4MRs have been shown to
be destabilized by σ-antiaromaticity and are charac-
terized by paratropic values of NICS (Figure 18). 218

These large magnetic effects appear even magnified
in some 3- and 4MR cages that have been qualified
as “super σ-(anti)aromaticity” by Schleyer et al.218

The large negative NICS(0) at the cage and face
centers of the tetrahedrane cages218,219 (greater than
-40 ppm) contrast remarkably with the paratropic
ring current effect218,220 occurring in cubane (NICS
) +23.1 (cage) and +13.1 ppm (4MR)218).

Aromaticity in systems without π-electrons (with
only σ-electrons) received much less attention. Such
an important concept has only been addressed to
limited number of hydrogen clusters221 and, very

recently, to small (three- and four-atom) lithium and
magnesium clusters222 and small saturated inorganic
rings such as (SiH2)n, (GeH2)n, (NH)n, (PH)n, (AsH)n,
On, Sn and Sen (n ) 3-6).223 The existing results show
that the Dmh Hx

q rings with 4n + 2 σ-electrons are
aromatic,221 as are two-σ-electron Li3

+ and six-σ-
electron Li2Mg2 rings.222 For the small saturated
inorganic rings, simple counting of the ring σ-bond
electrons also fits well with the Hückel (4n + 2)/4n
rule for planar σ-systems: three- and five-membered
saturated rings are aromatic, while four- and six-
membered rings are antiaromatic.223

To investigate σ-aromaticity of planar hydrogen
and lithium clusters, Dnh symmetrical Hn

q and Lin
q

(n ) 3-70) rings with 4n + 2 σ-electrons were
computed; their structural data and NICS(0) values
are summarized in Table 7. According to the fre-
quency analysis, only the triatomic systems (H3

+ and
Li3

+) are local minima (Nimag ) 0), and very few
species (H6, H10, H14, Li4

2-
, Li8

2-) are transition states
(Nimag ) 1), while the majority of the hydrogen and
lithium rings are higher-order saddle points. NICS
values at the ring centers (Table 7) show that all the
rings with 4n + 2 σ-electrons have very negative
NICS values, indicating their significant aromatic
character. Moreover, it is interesting to notice that
the NICS values become invariable for larger rings,
as found for the trend of the bond lengths.

However, a different opinion on the aromaticity of
Li3

+ was raised by Havenith et al.224 on the basis of
the ring-current map computations. Although H3

+

shows a marked diatropic ring current and can be
considered σ aromatic on the magnetic criterion, it
was found that Li3

+ shows no global current and thus

Figure 18. Saturated 3-, 4-, 5-, and 6MR MO-NICS
showing π CH2 (red triangles), Walsh (green squares), and
lowest energy (blue circles) MO contributions to NICS
(total).

Table 7. Number of Imaginary Frequencies (Nimag), Bond Length (R, Å) and NICS Values (ppm)a of Planar
Hydrogen and Lithium Rings225

species symm Nimag R NICS(0)a species symm Nimag R NICS(0)b

H3
+ D3h 0 0.880 -33.8 Li3

+ D3h 0 2.952 -11.1
H4

2+ D4h 4 1.208 -23.1 Li4
2+ D4h 2 3.356 -9.7

H4
2- D4h 3 1.371 -12.7 Li4

2- D4h 1 3.038 -3.5
H5

- D5h 2 1.131 -16.4 Li5
- D5h 2 2.979 -4.8

H7
+ D7h 2 0.948 -24.6 Li7

+ D7h 8 3.003 -6.5
H8

2+ D8h 6 0.988 -23.5 Li8
2+ D8h 10 3.196 -5.9

H8
2- D8h 3 1.196 -20.6 Li8

2- D8h 1 3.119 -6.9
H9

- D9h 2 1.065 -23.8 Li9
- D9h 8 2.996 -6.9

H6 D6h 1 0.992 -21.9 Li6 D6h 6 2.937 -6.3
H10 D10h 1 0.980 -26.0 Li10 D10h 14 2.963 -6.7
H14 D14h 1 0.979 -27.6 Li14 D14h 22 2.971 -6.7
H18 D18h 3 0.980 -28.4 Li18 D18h 30 2.974 -6.8
H22 D22h 3 0.980 -29.2 Li22 D22h 38 2.982 -7.1
H26 D26h 3 0.980 -29.3 Li26 D26h 46 2.983 -7.1
H30 D30h 3 0.980 -29.4 Li30 D30h 54 2.984 -7.1
H34 D34h 5 0.981 -29.4 Li34 D34h 60 2.983 -7.1
H38 D38h 5 0.981 -29.5 Li38 D38h 62 2.985 -7.1
H42 D42h 5 0.981 -29.5 Li42 D42h 66 2.985 -7.1
H46 D46h 7 0.981 -29.5 Li46 D46h 2.986 -7.1
H50 D50h 7 0.981 -29.5 Li50 D50h 2.986 -7.1
H54 D54h 7 0.981 -29.5 Li54 D54h 2.986 -7.1
H58 D58h 7 0.981 -29.5 Li58 D58h 2.986 -7.1
H62 D62h 9 0.981 -29.5 Li62 D62h 2.986 -7.1
H66 D66h 9 0.981 -29.5 Li66 D66h 2.986 -7.1
H70 D70h 9 0.981 -29.5 Li70 D70h 2.986 -7.1

a At GIAO-B3LYP/6-311++G(d,3pd)//B3LYP/6-311++G(d,3pd) for Hn
q (n < 20); at GIAO-B3LYP /6-31G**//B3LYP/6-31G**

for Hn (n g 20). b At GIAO-B3LYP/6-311+G*//B3LYP/6-311+G* for Lin
q (n < 20); at GIAO-B3LYP/6-31G*//B3LYP/6-31G* for

Lin (n g 20).
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is nonaromatic on this criterion, despite its electron
count and negative NICS value.

3.6. Aromaticity in Metal Clusters
The applicability of the aromaticity concept has

also been recently expanded to all-metal clus-
ters.120,226 Readers interested in aromaticity of metal
clusters are encouraged to read the Boldyrev and
Wang review120 in this issue. The first good evidence
of metal aromaticity was recognized by Robinson in
1995 in the Ga3

2- ring (56). 227 A year later, the
aromatic character of the gallium ring was supported
by NICS calculations228 (NICS(0) -45.4 ppm and
NICS(1) -23.5 ppm at the GIAO-B3LYP/6-311+G*//
B3LYP/6-311+G* level).

Despite its long time existence, the importance of
aromaticity has not been generally recognized in
inorganic chemistry. For instance, mercury amal-
gams Hg4

6- (57) (with two π electrons and square-
planar structure), used since ancient times, were not
considered as aromatic up to 2001.229 Since then,
various well-known clusters including P4 and its
isoelectronic analogues, namely, Zintl ions have been
characterized as aromatic by NICS.230 Sometimes the
aromatic character was simply overlooked. One ex-
ample is the Ga4R2

2- (58, R ) C6H3-2,6-Trip2, Trip
) C6H2-2,4,6-iPr3), which has a square-planar gal-
lium ring.231 Our computation on the model com-
pound Ga4H2

2- (D2h), at the B3LYP/6-311+G** level,
shows that its HOMO - 1 is a π-orbital, and the
highly negative NICS values (NICS(0) -19.9 ppm
and NICS(1) -17.4 ppm at GIAO-B3LYP/6-311+G**//
B3LYP/6-311+G**) denote its aromaticity. Thus,
though not recognized in the original paper,231 Ga4R2

2-

is actually a two π electron aromatic molecule.
One remarkable achievement is the gas-phase

observation of all-metal aromatic clusters Al4M-

(M ) Li, Na, or Cu) (59).232 The origin of the
aromaticity in Al4

2- has attracted extensive theoreti-
cal interest,233 and it is recognized that “the Al4

2-

dianion can be considered as π-aromatic and doubly

σ-aromatic” due to delocalized π and σ orbitals.119

Recent valence bond study shows that the resonance
energy of the σ system is significantly higher than
that of the π system (123 vs 40 kcal/mol).233e The π
resonance energy is indeed substantially lower than
that of the π isoelectronic hydrocarbon C4H4

2+ (167
kcal/mol).233e Dissected NICS techniques such as
LMO-NICS65 or CMO-NICS81 constitute very good
tools to separate σ from π contributions. The CMO-
NICS(0) analysis of Al4

2- shows, for instance, both
strong diatropic π (-17.8 ppm) and σ MO (sum )
-11.1 ppm) contributions (Figure 19), thus confirm-
ing the double aromatic character of Al4

2- (D4h).
However, the delocalized radial σ orbital, as termed
in ref 232, has a paratropic contribution to the total
NICS (Figure 19a).117a

The Al4Li3
- cluster (60)119 was also observed in the

gas phase, and the Al4
4- ring was claimed to be

“antiaromatic”. This claim was exclusively based on
the number of π electrons (four π e-) and on the
distortion of the Al4

4- ring from a square to a
rectangular geometry. However, the π-antiaromatic-
ity of Al4

4- (+14.2 ppm) is overcome by the diamag-
netic σ-contributions (-16.8 ppm), which leads to a
net weak overall aromaticity (-4.8 ppm) in Al4Li3

-

(Figure 19b).117a Although it is established that
Al4Li3

- cluster is σ-aromatic and π-antiaromatic, the
net aromatic character is still controversial. Readers
are referred to refs 120 and 121 for the debate.
However, note that Al4Li3

- has many isomers very
close in energy; if Al4Li3

- were really antiaromatic,
it should not adopt the Cs structure as shown in 60
at all.

Further Al4
2--based sandwich-like complexes such

as Al4TiAl4
2- (61) have been recently designed.234 The

rather negative values at and 1 Å above the Al4

square center (-39 and -17 ppm, respectively)
support the aromatic-metal-aromatic structure of
61. Moreover, regardless of the aromatic character
of Al4Li4, its stable transition metal complexes were
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designed, and it was found that Al4Li4 can be
stabilized by complexation with 3d transition met-
als.235

Very recently, cyclo-Ti3[η2-(µ2-C,O)]3 (62), a side-
on-bonded polycarbonyl titanium cluster, was pre-
pared in rare-gas matrixes and its windmill-like
structure was characterized by FTIR spectroscopy.236

Although 62 has six π electrons and equal Ti-Ti bond
length in the central titanium ring, the significant
positive NICS values at the ring center (23.4 ppm)
and at 1 Å above the ring center (14.8 ppm) indicate
that 62 has “potentially antiaromatic character”. 236

However, it should be pointed out that NICS points
further away from the ring center are better aroma-
ticity probes for heavy element rings. More detailed
studies, such as current density plots and dissected
NICS analysis, may help to characterize its aromatic/
antiaromatic character.

Besides, the planar cluster Au5Zn+ (63) constitutes
the first example of a bimetallic cluster involving σ
orbitals only. The lowest-energy isomer was described
by Tanaka et al.237 as being triangular with the zinc
atom located at the edge of the triangle. The NICS
calculations performed on this cluster confirmed the
presence of a diatropic ring current. The delocaliza-
tion of the six σ electrons in its planar geometry is
consistent with the high stability of Au5Zn+ (63) and
its abundance in gas-phase experiments.

4. The Relationship among Geometric, Energetic,
and Magnetic Aromaticity Criteria

Aromaticity is widely characterized by different
quantitative criteria, typically divided into three
categories, geometric, energetic, and magnetic. In
some cases, these various criteria do not agree. This
occurs when an individual property is dominated or
is perturbed by influences other than aromaticity
(note the discussion above concerning RE and ASE
evaluations of benzene; such evaluations for hetero-
cycles and strained systems are even more compli-
cated). For example, a recent pertinent study ana-
lyzed the aromaticity of Hückel [4n + 2] and [4n] π
electron annulenes based on computed geometries,
energies, and magnetic properties. Changes in ge-
ometry from equalized to alternating CC bond lengths
only affected the energy to a minor extent, but
influenced the magnetic properties enormously.138,140,150

The extent to which these various aromaticity criteria
are related is of scientific interest. Is aromaticity a
uniform or a statistically multidimensional phenom-
enon? In other words, can aromaticity be fully
described by a single criterion?

Aromaticity is not a physical observable and cannot
be defined precisely. But it can be described depend-
ing on the criterion or criteria chosen for analysis.
The NICS view (and those of other magnetic criteria)
implicates the presence of an induced ring current;
other views favor interpretations based on extra
stability or the geometry. If all these criteria correlate
well (as they do with the five-heteroatom-substituted
cyclopentadienes (CH)4X,98a aromaticity can be de-
fined operationally by a “fully aromatic” description
including all the criteria. If correlations among two
or more categories are lacking, the definition is
arbitrary: systems of this type have been termed
“partially aromatic” by Krygowski.1d

Hess, Schaad, and Nakagawa already demon-
strated in the 1970s that resonance energy and
chemical shifts can correlate.238a A few years later,
Haddon derived a relationship connecting the in-
duced ring current with the resonance energy.238b

However, in 1989, Katritzky et al.239a asserted, on
the basis of a principal component analysis, that at
least two principal components, identified with “clas-
sical (geometric and energetic)” and “magnetic” aro-
maticity, were required to describe a set of 12
common quantitative aromaticity criteria. Thus, they
concluded that aromaticity is at least a statistically
two-dimensional phenomenon.239a Their original con-
clusion was based on a statistical survey of only nine
compounds, but this was extended later to 59 mono-
and bicyclic compounds.239b The statistical multi-
dimensionality of aromaticity has been supported by
others.240

In 1991, Jug and Köster241 reexamined this concept
using SINDO1 calculations (eight aromaticity criteria
and 12 compounds) and concurred with Katritzky’s
conclusion that “aromaticity is at least a [statistically]
two-dimensional phenomenon” and “energetic and
magnetic criteria appear to be dominant”. Jug et. al
concluded that energetic and magnetic criteria such
as ring current criterion, RC,53 and its alternative
RCv based on the bond valence241 are orthogonal to

Figure 19. CMO-NICS analysis at the ring center of
Al4

2- (D4h) and Al4Li3
- (Cs).
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each other. However, in contrast to Kartritzky, Jug
et al. found that the magnetic criteria Λ and øm
correlate with the energy criteria for the set of
compounds examined.

On the basis of a set of 11 five-membered (CH)4X
ring systems, Schleyer et. al59b demonstrated in 1995
that “linear relationships exist among the energetic,
geometric and magnetic criteria of aromaticity, and
these relationships can be extended even to antiaro-
matic systems”. They implied that aromaticity actu-
ally can be “one-dimensional” statistically and that
any of the available criteria can describe aromaticity
completely As an example, Figure 20a shows an
excellent correlation between the magnetic suscep-
tibility exaltation and aromatic stabilization energy.
Correlations involving this (CH)4X set were later
extended to NICS98a and to proton chemical shift
differences.242

In 1996, Bird243 showed that good linear relation-
ships exist between experimental diamagnetic sus-
ceptibility enhancements for ca. 50 aromatic and
heteroaromatic ring structures and their correspond-
ing resonance energies. He further clarified that
“consequently there is no apparent justification for
separate ‘classical’ and ‘magnetic’ concepts of aroma-
ticity”. In the same year, Schleyer and co-workers
showed that linear relationship does exist between
computed NICS values and ASEs for a series of five-
membered ring compounds C4H4X (Figure 20b).26

Katritzky published a rebuttal entitled “Aromatic-
ity Reaffirmed as a Multidimensional Characteristic”
in 1998,19 defending his initial 1989 paper.239a This
new study extended Schleyer’s set by including many
more types of five-membered heteroatom derivatives.
While the plots showed a great deal of scatter and
were useless for fine-tuned comparisons of one type
of molecule with another, acceptable correlations
were found between NICS and other criteria (HOMA,
ASE) for related series of compounds.98a,162,244,245 The
2002 paper of Quiñonero et al., “Quantification of
Aromaticity in Oxocarbons: The Problem of the
Fictitious in Nonaromatic Reference System”,245 con-
cluded “Oxocarbon acids and their anions are ex-
amples where the criteria of aromaticity that use
reference systems are unsuccessful, only NICS cri-
terion gives satisfactory results”.

A joint 2002 paper, “To what extent can aromaticity
be defined uniquely”,98d by the protagonists in the
controversy was “intended to present an authoritative
assessment” of the dimensionality of aromaticity.
This study employed a set of 75 five-membered
π-electron systems: aza and phospha derivatives of
furan, thiophene, pyrrole, and phosphole (aromatic
systems), and a set of 30 ring-monosubstituted
compounds (aromatic, nonaromatic, and antiaromatic
systems). Statistical analyses of quantitative defini-
tions of aromaticity, ASE (aromatic stabilization
energies), magnetic susceptibility exaltation, NICS,
and HOMA revealed statistically significant correla-
tions among the various aromaticity criteria, pro-
vided the whole set of compounds was involved.
Hence, broadly considered, the various manifesta-
tions of aromaticity are related and aromaticity can
be regarded statistically as a one-dimensional phe-
nomenon (as shown in Figure 21). In contrast, when
comparisons are restricted to smaller groups of
compounds, for example, aromatic compounds with
ASE > 5 kcal/mol or polyhetero five-membered rings,
the correlations deteriorate in quality or even vanish.
In practical applications, energetic, geometric, and
magnetic descriptors of aromaticity are not equiva-
lent (as shown in Figure 22). In such cases, the
phenomenon of aromaticity can be thus be regarded
as being statistically multidimensional. Consequently,
the most reliable comparisons are restricted to closely
related sets of aromatic compounds, such as the five-
membered (CH)4X ring systems.59b Recommendations
to employ several aromaticity criteria, or as many
as possible, are well founded.

The investigations related to the dimensionality of
aromaticity still continue. Using the recently intro-
duced isomerization method of Schleyer and Pühl-
hofer,21 De Proft and Geerlings57f computed aromatic
stabilization energies, magnetic susceptibilities, and
hardnesses for a series of five-membered C4H4X
compounds, ranging from antiaromatic to highly
aromatic. They found that the hardness is linearly
correlated to other aromaticity criteria, such as ASE
and NICS.

Poater et al.246 examined the local aromaticity of a
series of carbazole derivatives using three different
aromaticity criteria, NICS, HOMA, and para-delo-
calized index (PDI).79 In these series of compounds,

Figure 20. The correlation between different aromaticity
criteria for a set of five-membered ring heterocycles, C4H4X
(X as shown): (a) magnetic susceptibility exaltation (Λ,
ppm‚cgs) vs aromatic stabilization energy (ASE, kcal/mol);
(b) NICS (ppm) vs aromatic stabilization energy (ASE, kcal/
mol), correlation coefficient 0.96.
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the three measures of local aromaticity vary in a
rather narrow range (with small difference). As far
as the relative aromaticity of the different derivatives
is concerned, there is a clear divergence among the

three methods used to quantify the local aromaticity.
Even more recently, Sadlej-Sosnowska247 investi-

gated the aromaticity of three sets of compounds,
various five-membered heterocycles, derivatives of
2H-tetrazole, and six-membered heterocycles, using
a number of aromaticity indices, especially the mag-
netic ones. Mutual relationships among these aro-
maticity criteria were claimed to depend on the choice
of molecules included in the set subjected to statisti-
cal analysis. Magnetic characteristics themselves
may be orthogonal to one another: “the properties
calculated here cannot be thoroughly accounted for
by the corresponding ring currents, and that other
effects, despite the lack of identification yet, have also
intruded upon the properties being calculated”.

Our Recommendation. Attempts to rationalize
and quantify the concept of aromaticity should em-
ploy as many criteria as possible. Each category of
criteria has its limitations and ambiguities. While
aromaticity is now more closely associated with
magnetic (ring current) criteria, we recommend
comparisons of several indexes to better identify and
characterize aromatic molecules.

5. Concluding Remarks
Since its introduction in 1996, the NICS magnetic

criteria of aromaticity has been validated, refined,
and improved considerably. NICS is widely used to
characterize aromaticity and antiaromaticity not only
of cyclic molecular systems but also of transition
states, transition metal complexes, three-dimensional
clusters, etc. The popularity of NICS as a quantita-
tive aromaticity index is due to several advantages.
NICS is easy and inexpensive to compute and is
implemented in the many quantum mechanics pro-
grams used to compute chemical shifts of atoms in
molecules. Since not much CPU time is required,
larger molecules may be examined. Many computed
NICS points or surfaces may be used to characterize
the shielding environment of molecules more fully.
NICS is not restricted to planar compounds. In
particular, NICS can characterize three-dimensional
clusters and cage molecules. Being a local property
calculated relatively distant from the nuclei, NICS
is relatively insensitive to the level of theory em-
ployed (basis set and method). NICS is an absolute
measure of aromaticity in the sense that its evalu-
ation does not require the use of reference com-
pounds. NICS often (but not always) correlates very
well with other quantitative or qualitative aromatic
indexes, which may be much more difficult to obtain
or to define reliably.

The limitations of NICS must also be appreciated.
Manifestations of magnetic phenomena, such as
NICS or the chemical shifts of atoms, are defined as
one-third of the sum of the three diagonal shielding
components (the trace) and take the magnetic field
applied in all three space directions into account.
Because the response to a magnetic field applied
along each of the three principal directions may be
quite different, important features inherent to each
direction (tensor components) can be masked when
considering the averaged isotropic values of NICS.
Although dipole moments, polarizabilities, g and

Figure 21. Dependence of Λ, NICS, NICS(1), and HOMA
vs ASE for all 105 structures: (a) exaltation of susceptibil-
ity vs ASE (correlation coefficient ) -0.8280; 102 data);
(b) NICS vs ASE (correlation coefficient ) -0.9406; 102
data); (c) NICS computed 1 Å above the ring centers vs
ASE (correlation coefficient ) -0.9223; 102 data); (d)
HOMA vs ASE (correlation coefficient ) 0.9001; 39 data).

Figure 22. Dependence of Λ, NICS, NICS(1), and HOMA
vs ASE for all aza and phospha derivatives of furan,
thiophene, pyrrole, and phosphole (including parent sys-
tems): (a) exaltation of magnetic susceptibility vs ASE
(correlation coefficient ) -0.3447; 72 data); (b) NICS vs
ASE (correlation coefficient ) -0.8588; 72 data); (c) NICS
computed 1 Å above the ring centers vs ASE (correlation
coefficient ) -0.7456; 72 data); (d) HOMA vs ASE (cor-
relation coefficient ) 0.8360; 28 data).
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hyperfine tensors, etc. are also vector or tensor
quantities, discussions of their tensor components are
less familiar to chemists (except spectroscopists) than
straightforward analyses of scalar properties (geom-
etries, energies, etc.). In particular, the commonly
computed isotropic NICS values, especially in ring
centers, do not exclusively reflect the “ring currents”.
While the ring currents are most closely associated
with cyclic π electron delocalization, they arise pri-
marily from a magnetic field applied in the direction
perpendicular to the ring. For these reasons, the
NICSπ-out-of plane component has been recommended to
be a superior NICS-based aromaticity index rather
than the isotropic NICS.81c Moreover, isotropic NICS
values are influenced by their immediate environ-
ment, σ as well as π. Because σ contributions fall off
faster than π ones normal to a ring, isotropic NICS-
(1) values (1 Å away from the center), which are often
dominated by the π contribution to the tensor com-
ponent perpendicular to the ring, are also recom-
mended.65 Because contributions from remote parts
of molecules are small, NICS is a local, rather than
a global, aromatic index. NICS characterizes indi-
vidual rings in a polycycle, rather than the aroma-
ticity of the entire molecule. It is not immediately
clear whether NICS in the center of clusters reflects
“globular aromaticity” or only the sum of the influ-
ences of the remote rings comprising the cage.

New interpretive insights into magnetic aromatic-
ity are now provided by refined NICS-based criteria,
which reveal the individual diatropic and paratropic
contributions not only of the σ and π systems of

planar ring systems, but also of parts of three-
dimensional molecules. NICS has been refined by
LMO and CMO dissections, as well as by the aro-
matic ring current shielding (ARCS) method.72 More
detailed examinations of the contributions of orbitals
and tensor components to NICS in the future will
surely lead to refined predictions and further progress
in the understanding of electron delocalization in
molecules.

The purpose of quantifying aromaticity is not
restricted to the classification of known compounds.
More importantly, the aim is to design novel mol-
ecules, find general trends, and understand the
intrinsic nature of unusual chemical systems.

Aromaticity is like the icing on a cake. Icing
contributes only a little to holding the cake together,
but it is the most delicious part.
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7. Appendix
Tables 8-48 summarize NICS(0) and NICS(1) data

at the uniform GIAO-B3LYP/6-311+G**//B3LYP/6-
311+G* level of theory. Note that NICS values are
somewhat method and basis set dependent.

Table 8. NICS(total) RB3LYP/6-311+G** Values for Methylbenzenesa

a All structures are fully optimized local minima (RB3LYP/6-311+G**).

Table 9. NICS(total) RB3LYP/6-311+G** Values for Indol Derivatesa
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Table 10. NICS(total) RB3LYP/6-311+G** Values for Selected Substituted Hetero Inden Derivatesa

a All structures are fully optimized local minima (RB3LYP/6-311+G**).

Table 11. NICS(total) RB3LYP/6-311+G** Values for Selected Substituted and Hetero Naphtahlene Derivatesa

a All structures are fully optimized local minima (RB3LYP/6-311+G**).

Table 12. NICS(total) RB3LYP/6-311+G** Values for Selected Systems with Three Fused Ringsa

a All structures are fully optimized local minima (RB3LYP/6-311+G**).

Table 9. (Continued)

a All structures are fully optimized local minima (RB3LYP/6-311+G**). b Planar, Nimag ) 1.

3872 Chemical Reviews, 2005, Vol. 105, No. 10 Chen et al.



Table 15. NICS(total) RB3LYP/6-311+G** Values for Selected Systems with Oligo Fused Hetero Ringsa

a All structures are fully optimized local minima (RB3LYP/6-311+G**).

Table 14. NICS(total) RB3LYP/6-311+G** Values for Selected Seven-Membered Ring Derivatesa

a All structures are fully optimized local minima (RB3LYP/6-311+G**).

Table 13. NICS(total) RB3LYP/6-311+G** Values for Selected Systems with Three Fused Ringsa

a All structures are fully optimized local minima (RB3LYP/6-311+G**).
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Table 16. NICS(total) RB3LYP/6-311+G** Values for Selected Phenylene Derivatesa

a All structures are fully optimized local minima (RB3LYP/6-311+G**).

Table 17. NICS(total) RB3LYP/6-311+G** Values for Selected Aromatic Poly Cyclic Hydrocarbons Derivatesa

a All structures are fully optimized local minima (RB3LYP/6-311+G**). b NICS(0) E ring, -10.70; NICS(1)
E ring, -12.54.

Table 18. NICS(total) RB3LYP/6-311+G** Values for Aza Pyrrolesa

a All structures are fully optimized local minima (RB3LYP/6-311+G**).
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Table 19. NICS(total) RB3LYP/6-311+G** Values for Phospha Pyrrolesa

a All structures are fully optimized local minima (RB3LYP/6-311+G**).

Table 20. NICS(total) RB3LYP/6-311+G** Values for Aza Phospholesa

a All structures are fully optimized local minima (RB3LYP/6-311+G**).

Table 21. NICS(total) RB3LYP/6-311+G** Values for Phospha Phospholesa

a All structures are fully optimized local minima (RB3LYP/6-311+G**).

Table 22. NICS(total) RB3LYP/6-311+G** Values for Aza Furansa

a All structures are fully optimized local minima (RB3LYP/6-311+G**).
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Table 23. NICS(total) RB3LYP/6-311+G** Values for Phospha Furanesa

a All structures are fully optimized local minima (RB3LYP/6-311+G**).

Table 24. NICS(total) RB3LYP/6-311+G** Values for Aza Thiophenesa

a All structures are fully optimized local minima (RB3LYP/6-311+G**).

Table 27. NICS(total) RB3LYP/6-311+G** Values for Phospha Selenophenesa

a All structures are fully optimized local minima (RB3LYP/6-311+G**).

Table 25. NICS(total) RB3LYP/6-311+G** Values for Phospha Thiophenesa

a All structures are fully optimized local minima (RB3LYP/6-311+G**).

Table 26. NICS(total) RB3LYP/6-311+G** Values for Aza Selenophenesa

a All structures are fully optimized local minima (RB3LYP/6-311+G**).
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Table 28. NICS(total) RB3LYP/6-311+G** Values for Mono-Substituted Benzene X-C6H5
a

X NICS(0) NICS(1) X NICS(0) NICS(1) X NICS(0) NICS(1) X NICS(0) NICS(1)

H -8.03 -10.20 PH3
+ -7.68 -9.87 CBr3 -8.51 -10.03 CHdCH2 -7.26 -9.60

Li -6.64 -9.76 SH -7.83 -9.48 C(CH3)3 -8.11 -10.20 CHdCH2
b -8.20 -9.99

HBe -7.31 -10.20 S- -4.45 -6.86 CCH -8.12 -10.04 CO-NH2 -8.16 -10.39
BH2 -6.86 -9.83 Cl -8.81 -10.05 CC- -6.02 -8.11 COHdCH2 -7.72 -10.05
BH2

b -7.20 -9.62 K -6.76 -9.79 CN -9.44 -10.23 CO-CH3 -7.86 -10.14
BH3

- -6.54 -9.27 CaH -7.24 -10.21 CP -8.29 -9.90 dCH2
+ -1.41 -6.09

CH3 -8.01 -10.08 GaH2 -7.37 -10.06 CHO -7.68 -10.11 dCH2
- +1.41 -1.13

NH2 -7.84 -8.93 GeH3 -7.10 -9.96 CHOb -8.75 -10.35 dCH2
- b -7.54 -9.86

NH2
1 -8.67 -10.21 AsH2 -7.71 -9.92 COOH -7.95 -10.15 N2

+ -8.51 -9.64
NH3

+ -9.52 -10.43 SeH -7.65 -9.55 COOHb -8.83 -10.34 (Z)-N2-Ph -8.17 -9.80
OH -9.06 -9.82 Se- -4.67 -7.16 COO- -8.02 -10.41 (E)-N2-Ph -6.84 -9.15
O- -4.18 -5.92 Br -8.52 -9.88 COCl -8.04 -10.16 N(CH3)2 -7.94 -9.38
OH2

+ -10.95 -10.98 OCH3 -8.94 -9.94 COClb -9.06 -10.33 NH(CH3)2
+ -9.60 -10.54

F -9.98 -10.39 O(CH3)2
+ -10.65 -10.79 COOOH -7.93 -10.18 N(CH3)3

+ -9.65 -10.59
Na -6.83 -9.71 OOH -9.21 -9.98 CH2NH2 -7.85 -10.07 MgCl -7.10 -9.97
MgH -7.07 -9.99 NO2 -9.03 -10.30 CH2CH3 -8.14 -10.10 MgBr -7.04 -9.93
AlH2 -7.16 -10.10 NO2

1 -9.97 -10.47 C6H5 (phenyl) -7.54 -9.63 SO2OH -9.20 -10.62
SiH3 -7.36 -9.94 CF3 -8.69 -10.51 1-adamantyl -8.17 -10.23 SO3

- -8.69 -10.51
PH2 -7.81 -10.05 CCl3 -8.57 -10.17 tetrahedryl -7.30 -9.52 SO2Cl -9.56 -10.64

a All structures are fully optimized (RB3LYP/6-311+G**) and local minima (if not otherwise noted). b 90° rotated, transition
state, Nimag ) 1.

Table 29. NICS(total) RB3LYP/6-311+G** Values for Fluorinated Benzenesa

a All structures are fully optimized local minima (RB3LYP/6-311+G**).

Table 30. NICS(total) RB3LYP/6-311+G** Values for Chlorinated Benzenesa

a All structures are fully optimized local minima (RB3LYP/6-311+G**).
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Table 31. NICS(total) RB3LYP/6-311+G** Values for Brominated Benzenesa

a All structures are fully optimized local minima (RB3LYP/6-311+G**).

Table 32. NICS(total) RB3LYP/6-311+G** Values for Hydroxy Benzenesa

a All structures are fully optimized local minima (RB3LYP/6-311+G**).

Table 33. NICS(total) RB3LYP/6-311+G** Values for Nitro Benzenesa

a All structures are fully optimized local minima (RB3LYP/6-311+G**).
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Table 34. NICS(total) RB3LYP/6-311+G** Values for Cyano Benzenesa

a All structures are fully optimized local minima (RB3LYP/6-311+G**).

Table 35. NICS(total) RB3LYP/6-311+G** Values for Azapyridinesa

a All structures are fully optimized local minima (RB3LYP/6-311+G**).

Table 36. NICS(total) RB3LYP/6-311+G** Values for Monoprotonated Azapyridinesa

a All structures are fully optimized local minima (RB3LYP/6-311+G**).
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Table 37. NICS(total) RB3LYP/6-311+G** Values for Selected Substituted Hetero Six-Membered Ringsa

a All structures are fully optimized local minima (RB3LYP/6-311+G**).
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Table 38. NICS(total) RB3LYP/6-311+G** Values for Selected Substituted Hetero Five-Membered Ringsa

a All structures are fully optimized local minima (RB3LYP/6-311+G**).

Table 39. NICS(total) RB3LYP/6-311+G** Values for Ortho-Substituted Pyridine, X-Pyridinea

X NICS(0) NICS(1) X NICS(0) NICS(1) X NICS(0) NICS(1) X NICS(0) NICS(1)

H -6.82 -10.17 NH2 -5.82 -8.34 MgH - - Cl -7.57 -9.84
Li - - OH -7.21 -9.24 AlH2 -5.98 -10.11 GeH3 -6.19 -10.16
HBe - - F -8.55 -10.14 SiH3 -6.16 -9.98 Br -7.47 -9.76
BH2 -6.11 -10.15 Na - - PH2 -6.15 -9.51 CO-CH3 -6.87 -10.32
CH3 -6.61 -9.89 SH -6.22 -9.02

a All structures are fully optimized (RB3LYP/6-311+G**) and local minima (if not otherwise noted).

Table 40. NICS(total) RB3LYP/6-311+G** Values for Protonated Ortho-Substituted Pyridine, X-Pyridiniuma

X NICS(0) NICS(1) X NICS(0) NICS(1) X NICS(0) NICS(1) X NICS(0) NICS(1)

H -7.75 -9.89 NH2 -5.74 -7.08 MgH -6.78 -9.71 SH -6.16 -8.05
Li -6.43 -9.53 OH -7.47 -8.53 AlH2 -7.10 -9.93 Cl -7.49 -9.14
HBe -7.22 -9.95 F -8.37 -9.52 SiH3 -7.16 -9.76 Br -7.14 -8.99
BH2 -7.25 -9.92 Na -6.26 -9.42 PH2 -6.51 -8.85 CHdCH2 -6.39 -8.67
CH3 -7.36 -9.47

a All structures are fully optimized (RB3LYP/6-311+G**) and local minima (if not otherwise noted).

Table 41. NICS(total) RB3LYP/6-311+G** Values for Meta-Substituted Pyridine, X-Pyridinea

X NICS(0) NICS(1) X NICS(0) NICS(1) X NICS(0) NICS(1) X NICS(0) NICS(1)

H -6.82 -10.17 F -8.92 -10.51 SH -6.71 -9.51 SeH -10.21 -10.11
Li -5.46 -9.71 Na -5.57 -9.61 Cl -7.63 -10.05 Br -7.55 -9.29
HBe -6.18 -10.07 MgH -5.83 -9.87 K -5.53 -9.66 CN -7.29 -10.17
BH2 -5.64 -9.71 AlH2 -5.97 -9.97 CaH -6.30 -10.16 NO2 -8.08 -10.39
CH3 -6.93 -10.12 SiH3 -6.19 -9.96 GaH2 -10.08 -10.04 CHdCH2 -6.15 -9.59
NH2 -6.91 -9.28 PH2 -6.66 -9.93 GeH3 -6.24 -10.06 CO-NH2 -7.04 -10.52
OH -8.12 -10.02 AsH2 -6.56 -10.62

a All structures are fully optimized (RB3LYP/6-311+G**) and local minima (if not otherwise noted).

Table 42. NICS(total) RB3LYP/6-311+G** Values for Protonated Meta-Substituted Pyridine, X-Pyridiniuma

X NICS(0) NICS(1) X NICS(0) NICS(1) X NICS(0) NICS(1) X NICS(0) NICS(1)

H -7.75 -9.89 NH2 -5.50 -7.08 AlH2 -6.90 -9.76 Br -7.55 -9.29
Li -6.40 -9.60 OH -8.62 -9.48 SiH3 -7.09 -9.71 CN -8.03 -9.76
HBe -7.12 -9.84 F -9.59 -10.13 PH2 -6.91 -9.17 NO2 -9.24 -10.31
BH2 -6.81 -9.55 Na -6.27 -9.52 SH -6.67 -8.52 CHdCH2 -6.64 -8.88
CH3 -7.73 -9.80 MgH 6.72 -9.70 Cl -8.02 -9.51

a All structures are fully optimized (RB3LYP/6-311+G**) and local minima (if not otherwise noted).

Table 43. NICS(total) RB3LYP/6-311+G** Values for Para-Substituted Pyridine, X-Pyridinea

X NICS(0) NICS(1) X NICS(0) NICS(1) X NICS(0) NICS(1) X NICS(0) NICS(1)

H -6.82 -10.17 NH2 -6.60 -8.66 AlH2 -6.06 -10.18 Br -7.32 -9.86
Li -5.13 -9.63 OH -8.00 -9.69 SiH3 -6.16 -10.00 CHdO -6.89 -10.30
HBe -5.99 -10.14 F -8.98 -10.35 PH2 -6.66 -10.09 CH2CH3 -7.04 -10.09
BH2 -6.14 -10.17 Na -5.27 -9.56 SH -6.54 -9.29 CHdCH2 -6.13 -9.51
CH3 -6.87 -10.07 MgH -5.55 -9.84 Cl -7.64 -10.02

a All structures are fully optimized (RB3LYP/6-311+G**) and local minima (if not otherwise noted).
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Table 44. NICS(total) RB3LYP/6-311+G** Values for Para-Substituted Protonated Pyridine, X-Pyridiniuma

X NICS(0) NICS(1) X NICS(0) NICS(1) X NICS(0) NICS(1) X NICS(0) NICS(1)

H -7.75 -9.89 NH2 -6.93 -8.17 MgH -6.65 -9.79 Cl -7.26 -8.92
Li -6.24 -9.66 OH -7.43 -8.45 AlH2 -7.02 -9.98 Br -6.98 -9.08
HBe -7.15 -9.97 F -8.83 -9.47 SiH3 -6.99 -9.73 CH2CH3 -7.32 -9.46
BH2 -7.31 -9.92 Na -6.10 -9.62 PH2 -5.99 -8.61 CHdCH2 -6.03 -8.28
CH3 -7.26 -9.45 SH -5.68 -9.27

a All structures are fully optimized (RB3LYP/6-311+G**) and local minima (if not otherwise noted).

Table 45. NICS(total) RB3LYP/6-311+G** Values for Borapyridinesa

a All structures are fully optimized local minima (RB3LYP/6-311+G**).

Table 46. NICS(total) RB3LYP/6-311+G** Values for Monoprotonated Borapyridinesa

a All structures are fully optimized local minima (RB3LYP/6-311+G**).

Table 47. NICS(total) RB3LYP/6-311+G** Values for Phosphapyridinesa

a All structures are fully optimized local minima (RB3LYP/6-311+G**).
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